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Abstract
The first systematic indoor radon measurements in the central part of Mon-
tenegro were carried out in the period 2002-2003, when 280 homes in four
municipalities were surveyed twice a year using CR-39 track-etch detectors, ex-
posed each time for about six months. The annual average radon concentrations
were found to be lognormally distributed (GM = 58.9Bqm−3, GSD = 3.2)
within the range 4 − 2, 208Bqm−3, with an arithmetic mean of 124Bqm−3

and a median of 55.4Bqm−3. Radon concentrations above the action level of
400Bqm−3 are found in 6.8% of all sampled dwellings. All these 19 locations
are in detached single-family houses.
Radon concentrations were generally higher in detached single-family houses
than in apartment houses, in older than in newer houses, and in rural than in
urban homes. As to radon exposure indoors, this survey indicates reinforced
concrete as the most favorable and stones as the most unfavorable of the build-
ing materials commonly used in Montenegro.
The average effective dose due to exposure to indoor radon in this region
of Montenegro is estimated to be 3.12mSv y−1, while in the rural area of
the Niksic municipality, which is abundant in bauxite deposits, it amounts to
7.31mSv y−1.
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1. Introduction
Radon is an inert and radioactive gas. Its three natural isotopes are produced by the

decay of uranium and thorium that occur in Earth’s crust. Among these isotopes, 222Rn
is the most significant and usually called “radon”. Emanating from the ground, radon gas
builds up in buildings because of indoor underpressure and poor air ventilation in them.
Although the ground is usually the major source of indoor radon, the other sources are
building materials, water, natural gas and outdoor air.
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The main reason for the growing interest in radon concentrations in homes and work-
places pertains to health: indoor radon is the main contributor to the exposure of the
human population to natural sources of ionizing radiation, and one of the main causes of
lung cancer. This is why many countries invest a lot of effort to make national surveys of
indoor radon and identify radon-prone areas, as well as to adopt numerous related regu-
lations. The development of the radon program in the UK is a very illustrative example
of such efforts [1]. However, a recent overview of radon surveys in Europe [2] reveals
clearly that the Western Balkan region is behind this trend, being characterized with
scarce available data on radon.

Montenegro is one of the Western Balkan countries. It has an area of 13, 812 km2, a
population of 620,527, and 173,887 inhabited dwellings [3]. The radon action levels adopted
in Montenegro, 400Bqm−3 for existing houses and 200Bqm−3 for future buildings, are
in line with recommendations of ICRP 65 [4].

Although radon measurements in Montenegro started ten years ago [5, 6, 7, 8], the first
systematic long-term radon survey commenced in 2002 within the frame of the ongoing
national radon program.

As a part of this program, radon was surveyed during the period 2002-2003 in homes of
the central part of Montenegro. The purpose of the survey was to obtain, for the first time,
a systematic insight in the indoor radon levels in this region - to find annual average radon
concentrations and estimate the related effective doses to the population, and potentially
to identify houses and areas with elevated radon concentrations. This paper presents the
obtained results.

2. Materials and Methods
2.1. The central part of Montenegro - demography, geology and climate

The territory of Montenegro is administratively divided into 21 municipalities, which
are named after their largest towns. Four of these municipalities - Cetinje, Podgorica,
Danilovgrad and Niksic, belong to the central part of Montenegro. Their total area is
4, 917 km2 and population 279,419, which amounts to 36% of the area and 45% of the
population of Montenegro. Table 1 gives information on the number of inhabitants in
urban and rural settlements of these four municipalities and the number of permanently
inhabited dwellings, which is based on the 2003 Census [3].
Table 1. The number of residents and permanently inhabited dwellings in urban (U)

and rural (R) settlements of the central part of Montenegro.
Municipality Number of inhabitants Number of dwellings

(U) (R) (U) (R)
Cetinje 14,912 3,087 4,429 1,159

Podgorica 143,479 29,412 40,142 7,455
Danilovgrad 6,680 9,787 1,813 2,954

Niksic 56,170 16,939 14,936 4,685
221,241 59,225 61,320 16,253total 280,466 77,573

The central part of Montenegro belongs to the high karst geotechnical unit, whose geo-
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logical structure is predominated by shallow water carbonate sediments of the Mesozoic,
with the presence of Triassic volcanic rocks, Paleogene flysch sediments and Quaternary
deposits [9].

The town region of Cetinje and its surroundings consists of carbonate sediments of
Upper Triassic and Lower Jurassic, and Quaternary sediments. The town is situated in
a typical karst field, which is made of glaciofluvial deposits up to 20m thick. The urban
settlements of Podgorica, Danilovgrad and Niksic are located in a synclinal belt, whose
geological structure consists of sedimentary rocks of Triassic, Jurassic, Cretaceous, Pale-
ocene and Quaternary age. Region of the town of Podgorica is mostly made of fluvioglacial
terrace sediments of Quaternary, up to 30m thick, with underlying Upper Jurassic carbon-
ate sediments. The town of Danilovgrad lies on carbonate sediments of Upper Jurassic,
on lake and alluvial sediments. The town of Niksic is situated in a larger karst field, with
the presence of lacustrine sediments, gravels, sands and clays (50m thick) on carbonate
bedrocks of Lower and Upper Jurassic. The area of neighboring settlements is predomi-
nantly made up of Upper Triassic dolomite and limestone, on which Jurassic red bauxite
deposits were formed, which are being currently exploited. In karst depressions, where ur-
ban settlements are mainly located, soils are shallow to middle deep. In the surrounding
mountains soils are poorly developed, without continuity and varying due to a dynamic
relief, different bedrocks, climate and vegetation [10, 11].

In the Cetinje region, the characteristic type of soil is rendzina on limestones - crumbed,
re-deposited and shallow. In the region of the town of Niksic the dominating type of soil
is eutric cambisol on gravel, shallow or middle deep, while on the brink of the karst field
a shallow cambic calcomelanosol is present. In the region of the town of Danilovgrad,
re-deposited terra rossa and shallow terra rossa on limestones predominate, while in a
wider suburban area, brown forest soil and lessive brown soil on clays and loams are
present. Brown soil on fluvioglacial deposits, shallow or deep, predominates in the region
of Podgorica. Humic and rocky terra rossa, and eroded terra rossa are present on the hills.

In the central part of Montenegro the temperature, as well as the climate, varies with
the altitude. The municipalities of Podgorica and Danilovgrad are in a lower area of
Montenegro, practically at the sea level, and enjoy a Mediterranean climate with dry,
hot summers and mild, rainy winters. The average temperature in July is about 26 oC.
The absolute maximum reaches 42 oC in Podgorica, which makes it the warmest town
in Montenegro. The average temperature in January is around 5 oC. The municipalities
of Cetinje and Niksic, which are located in higher, mountainous areas of Montenegro,
have a continental climate, with cold winters and mild summers. The average maximum
temperature is 27 oC (in July - August), and average minimum temperature is −4 oC (in
January).

2.2. Sampling
Different sampling strategies were chosen for the radon surveys in urban and in rural

areas. In both cases, only dwellings with permanent occupancy were surveyed.
The sampling of urban homes was based on a regular grid covering the whole territory

of the urban settlement. In each 500m × 500m grid square, one house was randomly
selected and one dwelling within the house. Only in the town of Podgorica, the capital
of Montenegro, the number of sampled homes in a square was then eventually increased
depending on the density of the dwellings in that part of the town, in order to obtain a
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nearly uniform sampling ratio of the whole dwelling stock in the town. The total number
of urban dwellings selected in this way in the four municipalities was 198, but some of the
detectors placed in these dwellings were lost during the campaign of radon measurement.
Finally, the radon concentrations were obtained for 185 urban dwellings in the summer
period, for 177 in the winter period, and for 172 dwellings in both of the radon measuring
periods.

The sampling of rural homes was also based on a regular grid, but with 5 km× 5 km
squares. One home was randomly selected in each of these 136 squares. Some of the
detectors placed in the homes were lost during the campaign, so that radon concentrations
were obtained for 124 rural homes in the summer period, for 115 in the winter period, and
for 108 in both of the radon measuring periods.

This means that in the four municipalities of the central part of Montenegro, in total,
the radon concentrations were obtained for 309 dwellings in the summer period, for 292
in the winter period, and for 280 dwellings in both of the measuring periods.

Table 2 summarizes some key data about the houses selected for radon survey, which
were obtained from questionnaires.
Table 2. Summary of key data on radon surveyed houses (T a = all houses, U b = urban

settlement houses, Rc = rural settlement houses).
Statistics (%)

Category Whole region Cetinje Podgorica Danilovgrad Niksic
T a Ub Rc T U R T U R T U R T U R

House type Single-family
detached house 79 67 98 93 82 100 75 65 100 83 75 88 77 64 97
Multi-story
apartment house 19 30 1 7 18 0 22 31 0 17 25 12 20 32 0
One-story
apartment house 2 3 1 0 0 0 3 4 0 0 0 0 3 4 3

House age Less than
25 years old 37 45 25 24 47 8 49 53 39 33 50 25 27 30 22
Between
25 and 40 years old 27 35 15 14 29 4 27 33 13 25 50 12 34 39 25
Between
40 and 100 years old 28 19 42 33 12 48 17 14 25 42 0 63 38 31 50
More than
100 years old 8 1 18 29 12 40 7 0 23 0 0 0 1 0 3

Building Concrete pillars,
materials brick walls 33 46 11 14 35 0 47 59 19 25 25 25 22 30 8

Concrete
hollow blocks 27 28 25 14 24 8 20 18 26 25 50 13 42 45 39
Reinforced concrete 6 11 0 5 6 4 12 17 0 0 0 0 1 2 0
Stones 34 15 64 67 35 88 21 6 55 50 25 62 35 23 53

2.3. Experimental
The solid-state nuclear track detectors are most suitable for the determination of the

annual exposure of the general public to indoor radon [12]. The radon monitoring device
of the Nuclear Center Karlsruhe (KfK) Karlsruhe [13] was found to have the best perfor-
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mance among several different types of passive dosimeters employing solid-state nuclear
track detectors [14], and has been successfully used in many European countries [15].

Having these facts in mind, and because of economy, it was decided to prepare and use,
for nationwide long-term radon measurements, a domestically produced dosimeter which
is similar to the KfK device. The schematic of this “Montenegrin” dosimeter is shown in
Fig. 1. It consists of a diffusion chamber equipped with a 25mm× 25mm CR-39 solid-
state nuclear track detector (INTERCAST, Italy) and a glass-fiber filter, which allows
radon gas to enter the chamber but retains radon progeny and moisture.

Figure 1. Schematic drawing of a radon dosimeter.

This dosimeter was placed in living room or bedroom on the ground floor or the first
floor, in a place which is away from windows and doors, and about 1.5m above the floor
and 0.5m distant from the wall. Indoor radon concentration was measured twice a year at
the same place, each time during approximately six months. The detectors were exposed
in the period from April to September 2002 (the “summer” period) and from October
2002 to March 2003 (the “winter” period), under normal living conditions.

In order to control the consistency and accuracy of dosimeter response, at each tenth
measuring location two of our dosimeters were placed together and, again at each tenth
(but another) location, a passive radon monitoring device of the J. Stefan Institute - Ljub-
ljana, Slovenia (which is described in [16], and will be referred to as IJS radon dosimeter),
utilizing a CR-39 detector, was placed beside our dosimeter.

The comparison of track densities in the paired detectors confirmed a good consistency
and accuracy of the dosimeters which were used for radon measurements in Montenegro.
Generally, these results were mutually consistent within a discrepancy range less than
10%, which grew to about 20% only in the cases when radon concentrations were very
low.

Latent image of alpha-particle tracks in a detector foil was transformed to visible
tracks with an etching technique (6.25M NaOH, 70 oC, 7 hours), while track density was
determined by the TRACOS automatic image analysis system [17], developed at the J.
Stefan Institute - Ljubljana.
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The calibration of the Montenegrin dosimeter was carried out using the radon cham-
ber at the J. Stefan Institute. In a standard procedure [18], the response was determined
as k1 = 0.167 tracks cm−2Bq−1m3 d−1. Then, inter-calibration of Montenegrin dosime-
ters with the IJS radon dosimeter was performed - the latter being subjected to several
proficiency tests in standard radon chambers in the UK. The inter-calibration gave k2 =
0.165 tracks cm−2Bq−1m3 d−1. Finally, the value k = 0.166 tracks cm−2Bq−1m3 d−1 was
adopted as the arithmetic mean of the two mentioned values.

Indoor radon concentration CRn was calculated from track density ρ, using the formula

ρ = ρ0 + kCRnt, (1)

where t is the detector exposure time, and ρ0 is the background.
For an estimation of the lowest detectable radon concentration, the following formula

is used
CRnmin = LD (kSt)−1, (2)

where LD is the lower limit of counted tracks for a qualitative detection, and S is the
scanned area of the detector.

For a well-known blank, defined as the signal resulting from an experiment in which
conditions are identical to the experiment in question, except that no radon gas is present,
the definition of LD is [19]

LD = 2.71 + 3.29σB, (3)

where σB is the standard deviation of the blank, which is defined as [20]
σB =

√

(ρb + µbt) · S + (s · S)2, (4)

where ρb is the background track density, µb is the mean rate of background radiation
tracks, and s is the constant that describes variation of background track density due to
variations in detector sensitivity, etching and counting technique.

In our case, an average detector exposure time was t = 180 d, and
ρb = ρ0 = 422 tracks cm−2, µb ∼= 0, s = 2 cm−2, S = 2.25 cm2, σB ∼= 31, LD ∼= 105,
k = 0.166 tracks cm−2Bq−1m3 d−1. With these values it was obtained that CRnmin ∼=
1.5Bqm−3, which indicates a good sensitivity of the Montenegrin dosimeter.

3. Results
3.1. Radon levels

The summary of the results obtained by indoor radon measurements in four munici-
palities of the central part of Montenegro is presented in Table 3 and Fig. 2.
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Table 3. Statistics for indoor radon measurements in four municipalities of the central
part of Montenegro (Na = number of dwellings surveyed, AM b = arithmetic mean of
radon concentrations in dwellings, SDc = standard deviation, GMd = geometric mean,
GSDe = geometric standard deviation, MINf = minimum measured radon concen-

tration, MAXg = maximum measured radon concentration).
Municipality Na AM b SDc GMd GSDe MINf MAXg Median

Bqm−3 Bqm−3 Bqm−3 Bqm−3 Bqm−3 Bqm−3

Summer period
Cetinje 47 95.7 121 54.1 2.8 8 504 52.5
Podgorica 145 47.1 64.5 26.9 2.8 2 551 25.0
Danilovgrad 14 118 171 57.0 3.3 10 595 53.6
Niksic 103 142 214 70.1 3.2 6 1,423 66.2
whole region 309 89.3 149 43.5 3.2 2 1,423 36.8

Winter period
Cetinje 45 130 185 76.3 2.8 9 1,178 92.6
Podgorica 137 113 176 51.8 3.4 ≤ 1.5 1,108 50.0
Danilovgrad 12 207 237 115 3.1 23 711 102
Niksic 98 217 397 87.0 3.8 3 2,992 78.1
whole region 292 154 277 66.7 3.5 ≤ 1.5 2,992 65.4

Annual average
Cetinje 42 117 141 73.4 2.6 17 803 81.8
Podgorica 134 79.2 114 42.3 3.0 4 829 39.6
Danilovgrad 12 170 173 100 3.1 19 557 89.0
Niksic 92 187 301 89.0 3.3 10 2,208 74.4
whole region 280 124 206 58.9 3.2 4 2,208 55.4

Figure 2.1. Diagrams of indoor radon concentrations in the central part of Mon-
tenegro:

a) summer period (309 dwellings) b) winter period (292 dwellings).
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Figure 2.2. Diagrams of indoor radon concentrations in the central part of Mon-
tenegro:

c) annual average (280 dwellings) d) probability-probability plot (for lognor-
mal distribution µ = 4.108, s = 1.158).

Statistics for radon measurements in urban homes in this region is given in Table 4 and
Fig. 3, while the same for rural homes is presented in Table 5 and Fig. 4.

Table 4. Statistics for radon measurements in urban homes.
Municipality N AM SD GM GSD MIN MAX Median

Bqm−3 Bqm−3 Bqm−3 Bqm−3 Bqm−3 Bqm−3

Summer period
Cetinje 18 54.7 82.0 34.1 2.4 8 369 32.4
Podgorica 100 43.3 67.9 24.0 2.8 3 551 22.9
Danilovgrad 4 66.9 66.8 46.0 2.7 15 164 44.4
Niksic 63 98.1 161 51.0 2.9 6 1,092 42.8
whole region 185 63.6 112 32.6 2.9 3 1,092 32.0

Winter period
Cetinje 18 100 102 65.7 2.6 16 438 92.3
Podgorica 96 122 193 51.4 3.5 5 1,108 43.9
Danilovgrad 4 147 194 79.9 3.4 23 437 64.9
Niksic 59 136 186 67.6 3.3 5 839 63.1
whole region 177 125 183 58.9 3.4 5 1,108 55.6

Annual average
Cetinje 17 75.5 90.9 50.9 2.3 17 404 52.7
Podgorica 95 82.2 126 39.7 3.2 6 829 34.3
Danilovgrad 4 107 130 64.2 3.1 19 300 54.6
Niksic 56 121 166 65.3 2.9 10 965 61.0
whole region 172 94.8 138 48.4 3.1 6 965 42.8
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Figure 3.1. Frequency distribution of radon concentrations in urban homes of the central part of
Montenegro:

a) summer period (185 dwellings) b) winter period (177 dwellings).

Figure 3.2. Frequency distribution of radon concentrations in urban homes of the central part of
Montenegro: c) annual average (172 dwellings).
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Table 5. Statistics for radon measurements in rural homes.
Municipality N AM SD GM GSD MIN MAX Median

Bqm−3 Bqm−3 Bqm−3 Bqm−3 Bqm−3 Bqm−3

Summer period
Cetinje 29 121 136 72.0 2.8 14 504 81.0
Podgorica 45 55.8 55.8 34.8 2.8 2 260 32.2
Danilovgrad 10 138 198 62.0 3.7 10 595 53.6
Niksic 40 210 265 116 3.1 9 1,423 110
whole region 124 128 186 63.6 3.3 2 1,423 61.4

Winter period
Cetinje 27 150 224 84.3 2.9 9 1,178 92.6
Podgorica 41 90.5 125 52.4 3.0 ≤ 1.5 767 56.0
Danilovgrad 8 237 263 138 3.1 25 711 133
Niksic 39 338 569 127 4.5 3 2,992 127
whole region 115 199 375 84.7 3.6 ≤ 1.5 2,992 83.4

Annual average
Cetinje 25 145 162 94.0 2.6 19 803 99.5
Podgorica 39 71.8 79.2 49.2 2.4 4 478 48.1
Danilovgrad 8 201 191 126 3.0 19 557 96.9
Niksic 36 290 417 144 3.4 18 2,208 141
whole region 108 171 276 87.6 3.1 4 2,208 86.2

Figure 4.1. Frequency distribution of radon concentrations in rural homes of the central part of
Montenegro:

a) summer period (124 dwellings) b) winter period (115 dwellings)
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Figure 4.2. Frequency distribution of radon concentrations in rural homes of the central part of
Montenegro:

c) annual average (108 dwellings).

Table 6 gives the arithmetic mean and median of annual radon concentrations in
dwellings classified by house type, age and building material.
Table 6. The arithmetic mean (AM) and median of annual radon concentrations in

dwellings depending on house type, age and building material.
Category Classification AM Median

(Bqm−3) (Bqm−3)
House type Single-family detached house 144.3 74.6

Apartment house 48.9 18.5
House age Less than 25 years old 76.9 45.6

More than 25 years old 152.2 63.6
Building materials Concrete pillars and brick walls 91.6 50.5

Concrete hollow blocks 93.6 44.1
Reinforced concrete 21.2 14.7
Stones 203.2 97.6

3.2. Effective doses
On base of the results for radon concentrations, the average annual effective doses

to the general public, which result from a continued exposure to radon at home, can be
estimated using the dose calculation model given in [21]. That model uses a conversion
convention for radon exposure based on the equality of detriments from epidemiological
determinations. Adopting the equilibrium factor of 0.4 and values of occupancy time and
dose coefficient as those used in [21], the effective dose was calculated as follows
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CRn [Bqm−3 × 0.4× 7000 [h]× 9 [nSv (Bq hm−3)−1], (5)
where CRn is the arithmetic mean of indoor radon concentrations. The doses in the central
part of Montenegro, calculated by the expression (2), are given in Table 7.

Table 7. Effective doses from domestic radon in the central part of Montenegro.
Municipality Average effective dose (mSv y−1)

all homes urban homes rural homes
Cetinje 2.95 1.91 3.65
Podgorica 2.00 2.07 1.81
Danilovgrad 4.28 2.70 5.06
Niksic 4.71 3.05 7.31
whole region 3.12 2.39 4.31

The world average annual effective dose due to radon indoors, calculated in the same
way by [21], is 1.0mSv.

4. Discussion
Fig. 2d clearly shows that the distribution of annual average concentrations of in-

door radon in the central part of Montenegro is approximately lognormal (with GM =
58.9Bqm−3 and GSD = 3.2), which is in accordance with general findings for dwellings
worldwide [21].

The average annual radon level in homes of the central part of Montenegro, given
in Table 3 (AM = 124Bqm−3, GM = 58.9Bqm−3), is significantly higher than the
worldwide average: AM = 40Bqm−3, GM = 30Bqm−3 [21]. The arithmetic mean value
of annual radon concentration in dwellings for eight countries of Southern Europe, the
region Montenegro belongs too, ranges from 7Bqm−3 (Cyprus) to 120Bqm−3 (Albania),
with an average value of 68Bqm−3 [21]. This means that the average indoor radon level
in the central part of Montenegro is at the upper edge of that range, practically the same
as in neighboring Albania, i.e. almost twice higher than the South European average.

As Fig. 2 shows, annual indoor radon concentrations were mostly (83.6%) below
200Bqm−3. Concentrations between 200Bqm−3 and 400Bqm−3 were found at 27 loca-
tions (9.6% of all sampled dwellings).

There were 19 locations (6.8% of all sampled dwellings) with annual radon concentra-
tions above the action level of 400Bqm−3 - 11 of them with radon concentrations in the
range of 400 − 600Bqm−3, three in the range of 600 − 800Bqm−3, three in the range
of 800 − 1, 000Bqm−3, one with 1, 185Bqm−3, and one with the highest radon level of
2, 208Bqm−3. With respect to their geographical position, two of them belong to the
Cetinje municipality, three to Podgorica, one to Danilovgrad and 13 to the Niksic munic-
ipality. This means that indoor radon concentrations higher than action level were found
in 4.8% of all sampled dwellings in the Cetinje municipality, 2.2% in Podgorica, 8.3%
in Danilovgrad, and even 14.1% in the Niksic municipality. While the statistics in the
case of Danilovgrad is very poor (only 12 dwellings sampled) and the corresponding result
should be taken with precaution, the statistics evidently indicate the Niksic municipality
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as a radon prone area, which is mainly a consequence of the bauxite deposits in this re-
gion, with a uranium content of 4− 14µg g−1 [8]. All of these 19 locations are on ground
floors in detached single-family houses (16 of them are one-story and three are two-story
houses), and 16 of them are rural homes. It is indicative that those houses are relatively
old (12 are older than 50 years, and only two were built after 1980), and mostly built of
stones or a combination of stones and concrete (13 of them). Six of them are without or
with very thin concrete slabs in the basement.

Tables 4 and 5 reveal that radon concentrations in rural homes are generally higher
than in urban homes: on the average twice higher in the summer period, about 50%
higher in the winter period, and with about an 80% higher annual average of indoor
radon. Again, the Niksic region has the highest annual radon concentrations in rural
homes (AM = 290Bqm−3, GM = 144Bqm−3), while Podgorica has the lowest (AM =
71.8Bqm−3, GM = 49.2Bqm−3).

As expected, the radon concentrations in the winter period were significantly higher
than in the summer months (about 70% higher comparing AM and median values in Table
3).

Table 7 shows that the average effective dose for the population in the central part of
Montenegro due to radon in homes is more than three times higher than the worldwide
average of 1.0mSv y−1 [21]. The lowest average effective dose is found in urban homes of
the Podgorica municipality (1.91mSv y−1), and the highest in the rural homes of the Niksic
region, where the average dose is more than seven times above the worldwide average.

Results presented in Table 6 support a generally known fact that radon concentrations
are higher in detached single-family houses than in apartment buildings, and show that,
as to radon exposure indoors, reinforced concrete is far the best among building materials
commonly used in Montenegro, while the stones are far the worst. From Table 6 it is also
evident that radon levels are lover in newer houses, which are built with modern building
materials and with thicker concrete slabs in basements.

The results of this radon survey can be compared with some previous radon measure-
ments in the town of Podgorica [6] and in the Niksic region [8], which were carried out with
cellulose nitrate track detectors exposed for about 90 days in winter season 1994/1995.
Then, an arithmetic mean of radon concentrations in 110 dwellings in the town of Podgor-
ica was found to be 77.4Bqm−3, median 52.8Bqm−3, and there was 1.8% of dwellings
with radon concentrations above the action level (in this work, in Table 4, the correspond-
ing values are 122Bqm−3, 43.9Bqm−3 and 6.2% respectively), while in the Niksic region,
the arithmetic mean for 15 dwellings was 230Bqm−3 and 13.3% of dwellings were with
radon above the action level (in this work, in Table 3, these values are 217Bqm−3 and
15.3% respectively).

4. Conclusions
The average annual radon concentration in homes in four municipalities of the central

part of Montenegro (AM = 124Bqm−3, GM = 58.9Bqm−3) is significantly above the
worldwide average. The average indoor radon level in this part of Montenegro is almost
twice higher than the South European average.

Radon concentrations are found to be generally higher in detached single-family houses
than in apartment houses, in older than in newer houses, and in rural than in urban
homes. All 19 locations where radon levels above the action level of 400Bqm−3 were
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found (6.8% of all 280 sampled dwellings) are in detached single-family houses. As to
radon exposure indoors, reinforced concrete appears as the most favorable and stones as
the most unfavorable of the building materials commonly used in Montenegro.

The average effective dose for the local population of this region due to exposure to
radon indoors is estimated to be 3.12mSv y−1, while in the rural area of the Niksic mu-
nicipality, which is abundant in bauxite deposits, it amounts to 7.31mSv y−1.
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Abstract
In this paper is presented a method for electrical characterization of the
high-resistance semiconductor Ge20As14S28Se28I10 in bulk form using Im-
pedance/Gain - Phase Analyzer HP 4149A and High-resistance meter HP
4329A instruments. The problems of parasitic effects during measurements
of some parameters are discussed in detail. Measurement methods, experi-
mental setups, and calculation methods for the elimination of the influence of
parasitic effects on measured values are presented.

Key words: Electrical parameters, parasitic effects, semiconductor, chalcogenide

1. Introduction
The applications of calcogenide glasses include energy management, thermography,

temperature monitoring, electronic circuit detection, laser technique and IR-spectroscopy,
as well as high-resolution optics in night image technique. As an example, the blackbody
radiation emitted by room temperature objects such as the human body is situated in
the range of 8 ÷ 12µm, where selenide telluride based glasses are applicable for thermal
imaging [1]. Other optical applications are based on the high refractive index of the chalco-
genide glasses. They exploit the increase of the transmission of coatings with decreased
reflection. These glasses are used as antireflection coating for IR filters. Depending on the
composition, one can change continuously the refractive index of these glasses from the
values around n = 2 for non-stoichiometric arsenic sulfide with large excess of sulfur up
to n = 3.5 for the systems with tellurium [2, 3].

With the exception of optical fibers the thin-film waveguides are fundamental media
for the integrated optics. On the basis of them is studied the construction of the devices
for introducing, processing and extraction of the information and transmission at various
distances.

The thin-film planar waveguides consist of dielectric layers whose refractive index is
higher than that of the substrate and the other layer. This ensures the use of the to-
tal reflection phenomenon for directing light without losses. At the same time we must
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have low losses (∼ 1dB/cm). Losses as low as 0.4 dB/cm were obtained for the case of
As40Se10S40Ge10 amorphous composition [4]. High optical transparency of both film and
substrate and the absence of high scattering must be ensured for a good waveguide. The
most interesting wavelength range for laser communication lines is VIS, near IR and the
radiation of 10.6µm of the CO2 laser used for processing and transmission of signals of
the laser locators.

Every material has a unique structure and appropriate electrical and dielectrical prop-
erties. Accurate measurements of these properties enable one to get important information
about material under test. Based on these data, production processes are controlled, qual-
ity is improved and material or electrical component is adjusted to a certain purpose.

2. Experimental details
Systems for measuring electrical and dielectrical properties of materials, electrical com-

ponents and devices usually consist of impedance or network analyzer, with test fixture
for connecting an instrument to the tested sample and the computer. The computer is
connected with the instrument and has the appropriate software for transferring, storing,
displaying and later processing measured values (Fig. 1).

Figure 1. Impedance/Gain - Phase Analyzer HP 4149A.

A type of test fixtures depends on the chosen measurement technique and physical proper-
ties of the tested sample. The most frequently used techniques are: parallel plate, coaxial
probe, transmission line, resonant cavity and free-space.

Figure 2. A principle of making and appearance ofthe sample.

The parallel-plate method is
one of the most utilizable, precise
and simple methods for measuring
electrical and dielectrical proper-
ties of the sample. Fig. 2 shows
the principle of this method, which
is based on the capacitor form of
tested sample, and appearance of
the final sample with silver electro-

des. During AC (alternate current) measurements [5], DC (direct current) measurements
are performed [6] at various temperatures in order to acquire all relevant parameters of
the sample (Fig. 3).
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Figure 3. DC measurements at various temperatures.

Measurements last relatively long (three to four hours per sample) and mostly depend
on the number of temperature points. After achieving desirable temperature on the sample
holder in the temperature chamber, you should wait about ten minutes for the transition
processes to be finished and the sample to be heated to a desirable temperature.

During AC (alternate current) measurement [5], DC (direct current) measurement is
performed [6] on various temperatures in order to acquire all relevant parameters of the
sample (Fig. 3). Measurements last relatively long (three to four hours per sample) and
mostly depend on the number of temperature points. After achieving a desired temper-
ature on the sample holder in the temperature chamber, one should wait for about ten
minutes for the transition processes to be finished and the sample to be heated to that
temperature.

2.1. Parasitic Effects on Measurement
During measurements of DC and AC electrical parameters of high-resistance materials,

there are some difficulties due to parasitic effects and a limited degree of the instruments’
accuracy. During DC electrical resistance measurement, it is very important to use instru-
ments with wide scale of measurements of high resistance and low current. High resistance
meter HP 4329A, which measures electrical resistance from 500 kΩ to 2·1016Ω and current
from pA to µA, are presented in Fig. 3. The principle of measurement of this instrument
is based on bringing adjustable and known DC voltage (test voltage) to sample electrodes
and measuring current by precise pico-ampermeter simultaneously. During these mea-
surements it is necessary to know the break voltage of the sample, to avoid damaging the
sample. Voltage is adjustable in range of 10V to 1000V , better measurement accuracy
being obtained at higher voltages. When test voltage is adjusted it is useful to know the
degrees of nonlinearity of the sample so as to get more accurate analyses of the measured
parameters later.

During electrical DC measurements of high resistance materials in the temperature
chamber, it is necessary to connect its metal shell with the ground of the instrument. A
great problem can make static electricity in the measurement room caused by the proximity
of people and their clothes.

During electrical AC measurements of high resistance materials in the temperature
chamber, it is necessary to take into account test fixtures and temperature chambers
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impacts on the measurements. When measurements are performed at room temperature
by a test fixture or a probe, the HP 4149A instrument has the possibility of compensating
for their impacts by an open-short method. This method of compensation is performed
by measuring open and short parameters of the test fixture or the probe parameters. The
instrument uses these parameters for later mathematical elimination of test fixtures and
chamber temperature impacts.

There are two types of open-short compensation: compensation at all measurement
points (all points method) and compensation with average measurement values (interpo-
lation method).

2.2. Elimination of Parasitic Effects
Parallel connection between a capacitor and a resistor is the best model of high resis-

tance materials between two electrodes during electrical properties measurement (Fig. 4)
[7].

Figure 4. Model of high-resistance materials.

The HP 4194A instrument measures an
impedance R + jX in the mode of serial
equivalent circuit and admittance G + jB
in the mode of parallel equivalent circuit
as a function of frequency. Other parame-
ters are calculated from these four parame-
ters. Values of parameters from the model
shown in Fig. 4 are calculated in the fol-
lowing manner:

R = 1
G ,

C = B
ω = B

2πf
(1)

When measurements of electrical properties are performed at different temperatures,
there are impacts of test fixtures and temperature chamber on parasitic effect of measured
values.

Figure 5. Model of high-resistancecomponent with parasitic effects.

The temperature chamber is designed to work
from 77K to 430K so it has relatively large di-
mensions, because of the space for liquid nitrogen.
The lengths of wires, which connect instruments
with sample electrodes, are 15 cm and they have im-
pact on the measurements. Also, the sample holder,
which has two parallel plates insulated mutually, has
a larger area of intersection than samples. It implies
the parasitic parallel capacitance C1 and resistance
R1, which are attached on an ideal model of samples
(parameters Cs and Rs), shown in Fig. 5. In an ideal
case R1 has infinite resistance, whereas C1 is equal to
zero. Whereas in real case for high-resistance com-
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ponents, R1 at high frequencies is only one or two degrees of value higher then RS, and
C1 is one half to two degrees of value lower then CS.

These parasitic effects could be eliminated mathematically after the measurement.
It is done by measured parameters (CC and RC) for open electrodes of the temperature
chamber (without the sample) connected with a test fixture without internal compensation.
After that, the sample parameters (C and R) are measured together with the impact of
temperature chamber and the test fixture. Since the dimensions of the sample are known
(S = a · b - area of intersection of the sample, d thickness of the sample), the parameters
of the sample are obtained by calculation:

CS = C −CC + CS0 ,

RS = RCR
RC −R

(2)

where CS0 = ε0Sd is the capacitance of the air capacitor with the area and thickness of
the sample.

Electrical properties of amorphous semiconductors [8] are very interesting and have
been investigated for many years [9, 10]. Table 1 shows the measured and compensated
parameters of the capacitances as a function of frequency for high-resistance amorphous
semiconductor glass Ge20As14S28Se28I10.

Table 1. Measured and compensated parameters of the capacitances.
f (Hz) CS (F ) C (F ) CC (F )

100.0 7.64 · 10−13 1.21 · 10−12 5.10 · 10−13

126.6 7.44 · 10−13 1.21 · 10−12 5.30 · 10−13

160.3 6.88 · 10−13 1.19 · 10−12 5.60 · 10−13

661.4 5.53 · 10−13 1.15 · 10−12 6.56 · 10−13

837.6 5.61 · 10−13 1.14 · 10−12 6.39 · 10−13

1060.8 5.28 · 10−13 1.13 · 10−12 6.62 · 10−13

1343.3 5.27 · 10−13 1.12 · 10−12 6.60 · 10−13

7017.1 4.54 · 10−13 1.05 · 10−12 6.63 · 10−13

8886.2 4.44 · 10−13 1.04 · 10−12 6.63 · 10−13

11253.3 4.37 · 10−13 1.03 · 10−12 6.58 · 10−13

14251.2 4.27 · 10−13 1.02 · 10−12 6.60 · 10−13

58780.1 3.93 · 10−13 9.98 · 10−13 6.67 · 10−13

74438.0 3.89 · 10−13 9.93 · 10−13 6.67 · 10−13

94266.8 3.84 · 10−13 9.89 · 10−13 6.68 · 10−13

492388.2 3.60 · 10−13 9.64 · 10−13 6.67 · 10−13

623550.7 3.57 · 10−13 9.61 · 10−13 6.67 · 10−13

789652.3 3.54 · 10−13 9.57 · 10−13 6.66 · 10−13

1000000.0 3.50 · 10−13 9.53 · 10−13 6.65 · 10−13

Frequency points are selected from the logarithmic allocation of the scale from 100 to
1000000Hz. Measurements have been done at room temperature (300K). The dimensions
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of the sample are S = 14mm2 and d = 1.97mm, so that the calculated value of the
capacitance is CS0 = 6.27 · 10−14F .

Fig. 6 shows the capacitances of the sample Ge20As14S28Se28I10 as a function of
frequency.

Figure 6. Capacitances of the sample Ge20As14S28Se28I10 as a function of frequency.

It can be noticed that the measured capacitance C is larger then the capacitance of the
sample CS for the approximate value of 5 · 10−13F . The capacitances decrease with the
increase of frequency, which is evident from Fig. 6. At lower frequencies (from 100Hz to
1 kHz) CS has a more pronounced drop than C, whereas at higher frequencies they have
approximately the same slopes. This may be explained by smaller capacitance values of the
chamber CC at lower frequencies, because of the higher impact of an inductive component.
The inductive component derives itself from inductivity of the wire conductors, which
connect the sample and the instrument.

Table 2. Measured and compensated parameters of resistance.
f (Hz) RS (Ω) R (Ω) RC (Ω)

100.0 3.06 · 1010 2.90 · 1010 5.66 · 1011
126.6 2.42 · 1010 2.30 · 1010 4.66 · 1011
160.3 1.46 · 1010 1.40 · 1010 3.66 · 1011
661.4 2.26 · 109 2.20 · 109 7.99 · 1010
837.6 1.74 · 109 1.70 · 109 7.89 · 1010

1060.8 1.48 · 109 1.45 · 109 6.26 · 1010
1343.3 1.13 · 109 1.11 · 109 5.75 · 1010
7017.1 3.43 · 108 3.37 · 108 1.98 · 1010
8886.2 2.91 · 108 2.85 · 108 1.48 · 1010

11253.3 2.36 · 108 2.31 · 108 1.23 · 1010
14251.2 1.98 · 108 1.94 · 108 1.01 · 1010
58780.1 7.63 · 107 7.53 · 107 5.66 · 109
74438.0 6.42 · 107 6.30 · 107 3.37 · 109
94266.8 5.44 · 107 5.25 · 107 1.55 · 109

492388.2 1.30 · 107 1.09 · 107 6.75 · 107
623550.7 1.03 · 107 8.25 · 106 4.21 · 107
789652.3 8.06 · 106 6.21 · 106 2.71 · 107

1000000.0 6.17 · 106 4.62 · 106 1.84 · 107
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Table 2 shows the measured and compensated parameters of the resistance as a func-
tion of frequency for the Ge20As14S28Se28I10 sample. It is evident that the resistance of
the sample RS is larger than the measured values of the resistance in the chamber. The
difference between these two values is about 5 %. In order to investigate the impact of the
presence of the parasitic effects caused by the temperature chamber and the test fixture
on some electrical [11] and dielectrical properties [12] of the sample, we will consider the
measurement results of the impedance and dielectric permittivity of the sample with and
without compensation.
These parameters are calculated in the following way:

Z = 1√G2 +B2 = 1
√

1
R2 + (2πfC)2 ,

ε ′ = C
C0

(3)

Fig. 7 presents the curves of the sample impedances with (ZS) and without the com-
pensation (Z) as a function of frequency. Because of the parasitic effects, the impedance
measured without compensation is lower than by the compensation. Both the increase in
the effective capacitance and decrease in the effective parallel resistance affect the decrease
of the impedance, which is evident from the formula (3).

Figure 7. Impedances of the sample
Ge20As14S28Se28I10 as a function of frequency.

Figure 8. Dielectrical permittivities of thesample Ge20As14S28Se28I10 as a function offrequency .
Fig. 8 shows the curves of the sample dielectrical permittivity with (ε ′S) and without

the compensation (ε ′) as a function of frequency. Because of the parasitic effects, the
measured dielectrical permittivities without compensation are significantly higher than
the values obtained by the compensation.

3. Conclusion
Based on theoretical analysis and experimental AC measurements by HP 4149A instru-

ment, it can be concluded that there is significant impact of parallel parasitic capacitances
and resistance during the measurement of electrical properties of highly resisistant sam-
ples. These parasitic effects are the consequences of inevitable impacts of test fixtures and
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temperature chamber (its wires and sample holder which is not ideal). It has been demon-
strated that the impact of parasitic capacitances is higher then of parasitic resistance.
Also, it has been shown that parasitic effects have more impact on dielectrical permittiv-
ity than on impedance. Relatively simple mathematical method for compensation impacts
of parasitic effects has been proposed and the results of measurements for the amorphous
semiconductor glass sample Ge20As14S28Se28I10 have been shown.
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AbstractThe inclusion complexes are a special group of the so-called “non-classical com-plexes. The components of the inclusion complexes are the “host” and “guest”molecules. The “host” molecules are compounds that in their crystal structure,or in their aggregates, have large enough cavities into which the molecules ofthe other component (“guest” molecules) can be enclosed. Here we present theprocedure of the identification of inclusion compounds consisting of the compar-ative study of DSC and XRD records of the active “guest” compound (atenolol,amlodipine and nifedipine), the “host” compound (β-cyclodextrin and its deriv-ative 2-hydroxypropyl-β-cyclodextrin) and their inclusion complexes, which arealso compared with the physical mixture of these substances. This procedureof comparing DSC and XRD results has proved to be sufficiently reliable forconfirming the inclusion, at least in the case when the “host” compound wasβ-cyclodextrin and its derivative.Key words: Inclusion complexes, β- cyclodextrin, DSC and XRD records, comparativestudy
1. IntroductionThe use of complexation of different drugs with cyclodextrins (CDs) has been ex-tensively studied in recent years, with the aim of improving definite characteristics ofpharmaceutical interest, such a solubility in aqueous media, dissolution rate, chemicalstability and bioavailability [1]. This procedure has been evaluated for several series ofpharmacologically active compounds. Careful determinations of the stoichiometry of theinclusion reported different stoichiometry for the same compound in many cases.Cyclodextrins (CDs) are cyclic oligosaccharides with the ability to encapsulate entirely,or at least partially, into their hydrophobic cavity, a wide variety of “guest” molecules,forming inclusion complexes [2]. Many cyclodextrin complexes are stored as dried crystals
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in contact with the atmosphere and therefore under variable conditions. It is of practi-cal interest to understand the interaction of such materials with the atmosphere [3] andinclusion of water molecules into the crystalline structure of cyclodextrin, in order to un-derstand the mechanism of the inclusion of pharmacologically active small molecule intothe molecule of CDs, mostly β-CD. β-CD hydrate is an impressive example of a solid inwhich fast diffusion of water molecules is possible without the presence of permanent diffu-sion channels. It must be assumed that the observed long-range mobility is made possibleby positional fluctuations of the β-CD atoms, whereby bottlenecks between neighboringasymmetric crystal units are temporarily opened [3].
2. MaterialsThe inclusion of the active “guest” molecule into the crystalline lattice of cyclodextrin(β-CD) and 2-hydroxypropyl-β-cyclodextrin (2-HP-β-CD) will be considered in terms ofthe example of formation of three groups of inclusion complexes with active compoundsatenolol, amlodipine and nifedipine.Atenolol is the β-blocker with low solubility in aqueous gastric fluids [4]. Industrially,atenolol is produced as an racemic mixture of the two enantiomers. Both forms arebioactive in treating hypertension, angine and arrhythmia, which makes it a truly versatiledrug [5].The antihypertensive drug substance amlodipine besylate crystallizes in two stablecrystalline forms: an anhydrate and monohydrate [6]. The anhydrous form is used in ourinvestigation. Amlodipine besylate is a long-acting calcium channel blocker used as anantihypertensive and in the treatment of angina [7]. Nifedipine is a highly photolabilepractically water-insoluble drug used therapeutically as a calcium channel antagonist forthe treatment of various cardiovascular disorders [8, 9]. Poor and erratic bioavailabilityis observed following oral administration of crystalline nifedipine, mostly due to its lowaqueous solubility and slow dissolution rate within the gastrointestinal tract [10].I group of studied complexes with active compound atenolol has two complexation at-tempts:Ia -atenolol (AT) and β-cyclodextrin (β-CD)Ib -atenolol and 2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD)II group of studied complexes with active compound amlodipine was also complexed withboth compounds of cyclodextrin as “host” molecules.IIa -amlodipine (AMLO) and β-cyclodextrin (β-CD)IIb -amlodipine and 2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD)III group of studied compounds is an attempt of complexation of nifedipine (NF) withβ-cyclodextrin (β-CD).
3. Experimental detailsPreparation of inclusion complex by co-precipitation, and reparation of physical mix-ture was the same in all three groups of materials [11]. The compounds were studied in
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the same manner. The initial active compounds, “host” compound, their synthesized in-clusion complexes as well as the physical mixtures of “host” and “guest” compounds wereexamined by the methods of differential scanning calorimetry (DSC) and X-ray powderdiffraction (XRD).DSC plots were recorded at DuPont DSC instrument with heating rate of 10oC/minwithin the temperature range from 303− 553K in I and II group of compounds and from303 − 603K in III group of compounds with nifedipine which has higher decompostiontemperature.XRD plots were recorded at the automatic powder diffractometer PHILIPS PW1030with CuKα radiation in the angular range 2θ = 5− 65 o with step of 0.05 o and expositiontime 5s.
4. Results and DiscussionComparative recording of DSC spectra are presented in Figs. 1-3. Analyzing the peaks,it was noticed that samples of active “guest” compounds possess expressed endothermalpeaks which define their melting point. Values obtained are: atenolol 428K, amlodipine474K and nifedipine 446K which agree well with previously determined values [4, 6, 8].

Figure 1.a. DSC curves: atenolol (AT) andβ-cyclodextrin (β-CD) Figure 1.b. DSC curves: atenolol (AT) and2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD)

Figure 2.a. DSC curves: amlodipine(AMLO) and β-cyclodextrin (β-CD) Figure 2.b. DSC curves: amlodipine(AMLO) and 2-hydroxipropyl-β-cyclodextrin(2-HP-β-CD)
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Figure 3. DSC curves: nifedipine (NF) and β-cyclodextrin (β-CD)
Since the inclusion of “guest” molecule into the “host” molecules leads to the loss ofphysical identity of “guest” molecule [3], one expects that if the complex is formed, its DSCplot either does not possess at all, or possesses weakly present characteristic endothermalpeak which determines the melting point of the “guest” compound.The comparative analysis of all three groups of compounds, allows us to conclude thatatenolol and amlodipin successfully complex with β-cyclodextrin and 2-hydroxipropyl-β-cyclodextrin, while nifedipine remains uncomplexed and most probably forms a binarymixture.The other part of the analysis which should confirm the results of DSC plots wasrecording the powder diffractograms of the same compounds. Comparative diffractogramsfor all three groups of compounds are given in Fig. 4-6.

Figure 4.a. XRD plots: atenolol (AT) andβ-cyclodextrin (β-CD) Figure 4.b. XRD plots: atenolol (AT) and2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD)
Since powder diffractogram reflects the dimensions and symmetry of the unit cell of thecrystalline lattice of the powder compound, as well as the absence of peaks in the case ofamorphous compound, one expects that in the case of formation of the inclusion complex,its diffractogram corresponds to the diffractogram of “host” compound, β-cyclodextrin (β-CD) and 2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD) in our case. Additional indicationis the comparison of diffractograms of the formed inclusion complex and the physicalmixture of “guest” and “host” compounds. If these diffractograms differ, we can talk
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about partial or total complexation by the inclusion of “guest” molecule into the “host”molecules.

Figure 5.a. XRD plots: amlodipine (AMLO)and β-cyclodextrin (β-CD) Figure 5.b. XRD plots: amlodipine (AMLO)and 2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD)The analysis of Fig. 4.a, and Fig. 5.a indicates the substantial difference in XRD plotsof complexes and physical mixtures. The analysis of XRD plots of the physical mixtureshows that the powder possesses two phases so that maxima correspond to the positions ofmaxima obtained by recording the individual samples of “guest” and “host” compounds.This tells us about the simultaneous presence of both compounds in the crystalline state.In the case of complexation of the active compound with 2-hydroxipropyl-β-cyclodextrin(2-HP-β-CD), it turned out that this cyclodextrin derivative is amorphous, with two char-acteristic peaks (2θ = 10.5 o and 18.9 o Fig. 4.b, 5.b). XRD plot of the complex withthis compound confirmed the inclusion of the active “guest” molecule into the crystallinelattice of the “host”, since it retained the characteristic XRD plot of the “host”, in thiscase it is 2-hydroxipropyl-β-cyclodextrin (2-HP-β-CD). The additional sharp peaks in Fig.5.b. indicate that the inclusion was only partial since they point to the presence of non-included “guest” compound.

Figure 6. XRD plots: nifedipine (NF) and β-cyclodextrin (β-CD)
In the case of nifedipine as the “guest” molecule, expressed peaks indicate high crys-
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tallinity of both “guest” and “host” compounds as well as complex and physical mixture.One can not notice any major difference between the XRD plots of inclusion complex andphysical mixture (Fig. 6). One can not claim with certainty the formation of inclusioncomplex. Since the results of DSC analysis also arise some doubts into the formation ofinclusion complex, the analysis of XRD plots, confirms them. However, on the basis ofXRD plots, one can not exclude the possibility of the partial inclusion of the molecule.There are indications to that direction by some previous studies [8], showing the influenceof heating the physical mixtures of varying molar ratios and suggesting that inclusioncomplexation is not the dominant mechanism, but rather monomolecular dispersion ofnifedipine within the cyclodextrin matrix.
5. ConclusionThe aim of this study was to indicate to the possibility of the application of tworather simple analytical methods for comparatively quick testing of the formation of in-clusion complexes between pharmacologically active “guest” compound and its “host”,β-cyclodextrin and 2-hydroxipropyl-β-cyclodextrin. On the other hand, the confirmationof complexing with β-cyclodextrin is extremely important in the pharmaceutical industrysince it implies the production of products with much higher solubility in the water, in-creasing the bioavailability of the active component and consequently the total therapeuticeffect. One of the expected effects of decreasing the concentration of the active componentis the decrease of drug side effects.Good knowledge of the thermal and crystallographic properties of “host” compounds,in our case primarily β-cyclodextrin enables simplified analysis of DSC and XRD plots ofpotential inclusion complexes with various biologically active molecules.
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Abstract
The possibility of the application of a planar scintillation detector for muon
hodoscopy was investigated. This would allow us to determine the rate of
muons of various angles on a given energy in the experimental spectrum.
Simulations of the passage of muons through the scintillation detector were
carried out in GEANT4. Beams of muons were generated with different energy
and different incident angle. The system was calibrated and the angular reso-
lution was determined. The results of the simulation were compared with the
experimental ones.

Key words: Planar scintillation detector, muon hodoscopy, Geant4 simulation toolkit

1. Introduction
Muons are the main component of cosmic rays at sea level. They are generated in

collisions of the primary particles with atoms of the atmosphere. We can identify them by
the scintillation which they induce when passing through the detector. These scintillations
result from the ionization and excitation of atoms in the detector.

In this paper we investigate the possibility of the application of planar scintillation
detector for muon hodoscopy. A hodoscope is a device which shows the path of a charged
particle. We started with the supposition that the deposited energy of muons in the
detector depends of the initial angles, which allows us to determine the count rate of
muons at various angles on a given energy in the experimental spectrum.

Simulations of the passage of muons through the scintillation detector were carried
out in GEANT4. Beams of muons were generated with different energy (from 1GeV to
20GeV in different steps) and different incident angle (from 0 o to 80 o in steps of 10 o).
The results of simulations were compared with the experimental ones.

The application of a scintillation detector for muon hodoscopy is a new and a simple
method. The fact that we do not have to use complex detector system (wire chambers,
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coincidental detectors) makes this method attractive and promising for future research.

2. Description of the experiment and the simulation
The experimental spectrum was obtained by the plastic scintillation detector placed

on the ground-floor of the Department of Physics building. The detector (type SCIONIX)
had dimensions 0.5m × 0.5m × 0.05m, and it was made of polystirene as scintillation
material. The total time of measuring was t = 1531989 s.

Simulations of the passage of muons through the scintillation detector were carried out
in GEANT4 [1],[2]. The 0.05m thick plastic scintillator, installed at the Department of
Physics, was modeled. The incident angle of the muon beam (with 100,000 muons per
beam) varied from 0 o to 80 o in steps of 10 o. The muon energy varied from 1 to 20GeV .

When muons pass through the detector, they lose part of their energy and excite the
detector’s atoms. When those atoms deexcite, they emit optical photons. This process is
called scintillation and the energy lost by muons is the deposited energy. The deposited
energy maximum in the given spectrum is called the peak of the deposited energy.
The total loss energy for muons can be expressed by the following relation

−dE
dx = a(E) + b(E)E (1)

where a(E) represents the energy loss due to ionization and atomic excitation. It has a
weak logarithmic energy dependence and it sometimes appears as constant; b(E) represents
the energy loss due to bremsstrahlung, pair production and photo-nuclear interactions [3].
For relativistic particle (charge Z · e) the term a(E) can be given by the Bethe-Bloch
formula:

−dE
dx = 4πNar2emec2ZA

1
β2

[

ln
(2mec2γβ2

I
)

− β2 − δ
2
]

(2)

where Z and A are atomic number and atomic weight of the detector material; me is the
electron rest mass; re is the classical radius of the electron; γ = 1√1 − β is the Lorentz
factor; β = v

c is the velocity of the particle and c is the velocity of light; I is ionization
constant (approximately given by 16Z0.9eV for Z > 1); dx is the mass per unit area; δ is
the density effect [3].

3. Results and Discussion
The obtained results are presented in Table 1. It shows how the peak of the deposited

energy (in MeV ) varies with the energy of the muons and with the incident angle.
Based on these results we can conclude that the variation of peak of the deposited

energy is less than 5% in a column, therefore in the following sections only 2GeV muons
are considered. We can also conclude that the deposited energy depends stongly on the
incident angle. The decrease of the incident angle will shift the peak towards smaller
energies. This is consistent with the theoretical expectations, because if we increase the
incident angle, the path of particles through the detector will increase too.
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Table 1. The peak of the deposited energy.
Muon energy Incident angle Θ [o]

[GeV ] 0 10 20 30 40 50 60 70 80
1.0 8.9 9.1 9.7 11.9 14.4 18.6 27.6 57.1 57.1
1.5 9.1 9.2 9.5 10.5 11.8 14.5 18.5 27.7 57.8
2.0 9.2 9.3 9.7 10.5 12.1 14.3 18.7 28.3 56.7
2.5 9.1 9.2 9.7 10.7 12.1 14.6 19.1 28.3 57.3
3.0 9.1 9.3 9.7 10.7 12.1 14.5 18.9 28.1 57.1
5.0 9.3 9.1 9.8 10.6 11.9 14.5 18.8 28.0 57.2
7.0 9.2 9.2 9.9 10.6 12.0 14.4 19.0 27.8 56.4

10.0 9.3 9.4 9.7 10.8 12.0 14.5 18.8 28.1 57.7
20.0 9.3 9.4 9.9 10.8 12.0 14.6 19.4 28.7 57.2

This function is given by the next relationship:

E ∝ dE
dx

d
cosΘ = c

cosΘ

where dE
dx represents the differential energy loss; d - thickness of the detector; Θ represents

the incident angle and c = dE
dx · d is constant.

By fitting the results from Table 1, we obtain the function E = E(Θ) , which is presented
in Figure 1.

Figure 1. The peak of the deposited energy as a function of the incident angle.

The fit function has the form f(Θ) = a· 1
cosΘ+b, with the coefficients a = 10.09(4) and

b = −1.13(10), and r2 = 0.999. These coefficients can be used in the future experiments.
The effect of shifting of the deposited energy peak toward a higher energy with increase

in the initial angle is shown in Figure 2. There are two spectra illustrated. For muons
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with an incident angle of Θ = 10 o , the peak of the deposited energy is at 9.3MeV and
for Θ = 70 o the peak is at 28.3MeV .

Figure 2. The displacement of the two spectra ( Θ = 10 o and Θ = 70 o ).

It can be seen from Figure 2. that the spectra have different HWHM. In order to check
whether the shapes of these two spectra are the same, we constructed the rate coefficients
ki = N(i ·HWHM)

Npeak
, where N(i ·HWHM) represents the count at the energy which is

increased by i (i = 1, 2, 3) multiplied by HWHM; Npeak represents the counts at the peak.

Table 2. The rate coefficients.
Incident angle Θ [o]k 0 10 20 30 40 50 60 70 80

k1 0.515 0.508 0.510 0.534 0.510 0.518 0.511 0.501 0.494
k2 0.246 0.262 0.233 0.231 0.247 0.221 0.231 0.198 0.180
k3 0.131 0.133 0.113 0.114 0.138 0.110 0.107 0.114 0.110

We can see from the values presented in Table 2 that the rate coefficients for a given i are
the same for different incident angles. Thus we come to the conclusion that the simulated
spectra have the same shapes.
The peak of the deposited energy of the muons with the same initial angle is not ideally
narrow. Thus in the sum spectrum of all simulations some of the peaks overlap. In these
cases we can not determine the incident angle of the muons precisely. Since we know from
Table 2 that the peak shapes are the same for muons of different incident angles, we can
calculate the influence of those muons. Table 3 presents the calculated results based on
the simulations.
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Table 3. The simulation results.
Count rate Count rate Count rate Count rateΘ [o] (Θ) (Θ − 10 o) (Θ− 20 o) (Θ − 30 o)

0 100 % X X X
10 56 % 44 % X X
20 41 % 35 % 24 % X
30 34 % 30 % 25 % 11 %
40 40 % 30 % 17 % 13 %
50 62 % 23 % 15 % 0
60 64 % 36% 0 0
70 78% 22% 0 0

The experimentally obtained spectrum of muons is shown in Figure 3. The peak of the
muon energy is approximately at 10MeV , which is in agreement with the simulation and
with the fact that the most of the muons have small incident angle. The experimental
spectrum contains angles from 0 o to 70 o. This spectrum was divided into the areas which
included the angle intervals from 0 o to 4 o and Θ± 2 o for Θ = 10 o, 20 o, ..., 70 o.

Figure 3. The experimental spectrum.

The experimental data derived from the experimental spectrum are shown in Table 4.
The experimentally measured total intensity of muons is I0 = 49.64 c

s . It is based on the
total count and the total time of measurement. Then, we use the counts from Table 4
for a given angle interval and determine the experimental I0. This number, however, is
not due only to the muons of the same incident angle. However, by using the formula
IΘ = I0 cos1.85(Θ) [3] we can estimate the count rate of muons with that given incident
angle. If we want to determine the influence of muons of the other incident angles, we
simply calculate the ratio of the experimental I0 and this calculated value.
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Table 4. The experimental data.
Angle interval

0 o−4 o 8 o−12 o 18 o−22 o 28 o−32 o 38 o−42 o 48 o−52 o 58 o−62 o 68 o−72 o

Number of
canal 7 12 28 50 80 129 233 555
Initial energy
[MeV ] 9.16 9.18 9.64 10.34 11.62 13.85 17.83 25.68
Final energy
[MeV ] 9.23 9.30 9.92 10.82 12.42 15.13 20.15 31.20
Count
[×100] 53914 54822 58966 57494 44823 26517 10944 2644

The results, which are normalized on the peak intensity and on the effective areas of the
detector are shown in Table 5.

Table 5. Experimental results.
Angle interval Θ [o] Rate from Θ [%] Rate from other angles [%]

0 o - 4 o 98 2
8 o - 12 o 91 9

18 o - 22 o 73 27
28 o - 32 o 58 42
38 o - 42 o 50 50
48 o - 52 o 50 50
58 o - 62 o 56 44
68 o - 72 o 69 31

4. Conclusions
The simulated results confirmed our assumption that the deposited energy of muons

that are generated at the same incident angle is a very weak function of the energy of
muons. The deposited energy is a very strong function of the initial angle of muons. For
this function in this paper we made a fit with r2 = 0.999875.

We showed that the shapes of the spectra of muons that are generated wby the different
energies and different initial angles are the same.

Comparing the results of the simulation and of the experiment by looking at Tables 3
and 5 we can observe big differences for the beams with incident angles of Θ = 10 o, 20 o
and 30 o. We can explain this by the fact that the peaks of the deposited energy for these
angles are very close and because of that the spectra are interleaved. Thus we were not able
to precisely determine the rate of the muons for these incident angles. On other hand, for
Θ = 40 o, 50 o, 60 o and 70 o the estimated rates of muons for simulated and experimental
results are consistent.

The difference between the simulated results and the experimental ones can be ex-
plained by the fact that in our simulation we did not include all real effects that appeared
in the experiment. For example, we did not include the scintillation mechanism (we just
calculated the deposited energy), and the muon beams were generated in very rough steps
of energy and angle.
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Abstract
In order to decrease backscatter effect in low energy gamma spectrometry, there
is the need to find the relationship between the backscatter peak and the free
air volume. We expected that surface under backscatter peak to decrease with
the increase in volume, but we could not make the volume too large because
of rising of the concentration of 222Rn. The goal was to find optimal value of
the free air volume for two types of shield, one made of Fe and the other of Pb.
The experiment was simulated in Geant4 simulation toolkit, for 16 different
geometries and for both shield types.

Key words: Backscatter peak, geometry of Pb and Fe shield, Geant4 simulation toolkit

1. Introduction
1.1. Photon Interaction with Matter

There are three main interactions of x-rays and γ-rays in matter: Photoelectric Effect,
Compton Scattering and Pair Production.

The photoelectric effect involves the absorption of a photon by an atomic electron with
the subsequent ejection of the electron from the atom. The ejected electron will slow down
in the surrounding material and its energy will be absorbed. After the electron leaves the
atom, we have a hole instead in the electron shell, and the atom will deexcitate with one
or more x-rays or Augers electrons. Because of this, in most cases of photoelectric effect
all energy of ingoing photon is absorbed in material. Result of this effect is the appearance
of full energy peak in the gamma spectrum (Fig. 1). Another consequence is K and L
x-ray peaks in low energy gamma spectrum, also seen in Fig. 1.
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Figure 1. Typical pulse height spectrum of radiation emitted generated by a 137Cs sourcedetected in a NaI(Tl) scintillation crystal.

The process of pair production involves the transformation of a photon into an electron-
positron pair. In order to conserve momentum, this can only occur in the presence of a
third body, usually a nucleus. Moreover, to create the pair, the photon must have at least
energy of 1.022MeV . Consequences of pair production are single and double escape peak,
because of one or two gamma rays can escape from the detector crystal.

1.2. Compton Scattering
In the Compton Scattering process, only one part of photon energy is delivered to

the electron. While the scattered photon is changing its direction for a certain an-
gle θ, electron is moved by the angle φ. Figure 2 illustrates this scattering process.

Figure 2. Kinematics ofCompton scattering.

Applying energy and momentum conservation, the
following relations can be obtained.

E′ = E
1 + ε(1− cosθ)

Ee = E
[

1− 1
1 + ε(1− cosθ)

]

tgφ = 1
1 + εtg θ

2
,

where ε = hν
mec2 .

For a very small angle θ, the energy of scatter photon is almost the same as of the
incoming gamma photon. However, for a bigger θ the energy of scatter photon becomes
smaller, but even for θ = 180 o the scatter photon still have imposing energy. For example,
for E = 1MeV it will be E ′ = 204 keV . In this work, this is the case that is in our focus
and it is called the backscatter effect.
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Figure 3. Backscatter effect.

In Figure 3 we can see the scheme of our system
of the detector and shield, with tracks of gamma
rays before and after the Compton scatter at a
very big angle. This effect yields peak in low
energies in the gamma spectrum (Figure 1).

2. Description of Simulated Experiment
We simulated gamma spectrum of radioactive point-like source 60Co which emitted

gamma quanta with the energies of 1332.5 keV and 1173.2 keV .

Figure 4. Scheme of changing theshield size.

Detection was made by simulation of HPGe
GMX detector, with relative efficiency of 32% in-
side of Pb shield. The simulated detector is the
same as the real detector that has the Nuclear
Laboratory, Department of Physics, University
of Novi Sad. The idea was to find what happens
with the backscatter region if we change the size
of shield and its material.
In Figure 4 we can see the scheme of changing the
shield size. The red color shows the case when
the shield is proximate to the detector, and the
black the case when the shield is uttermost from
the detector.
Experiment was simulated in simulation toolkit
Geant4 and the results were presented using soft-
ware Mathematica and TableCurve2D.

3. Results and Discussion
We simulated 16 spectra with the statistics of 2 · 106 events from the source 60Co for

Fe shield and another 16 spectra using Pb shield. Figure 5 shows the spectrum of gamma
radiation of 60Co source in the case when the Fe shield is close to the detector. In that case
we have a maximum of the backscatter effect and we can see it in the region from 100 keV
up to 300 keV . There are some more peaks that we found on this spectrum. At 821 keV ,
there is a single gamma escape peak, then at 310 keV we have a double escape peak, which
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are results of pair production from the gamma quant with the energy Eu = 1332 keV .
We have two peaks of total absorption, and also two Compton edges at 1118 keV and
963.4 keV .

Figure 5. Spectrum of 60Co using Fe shield.

When we change the dimension of the shield, the backscatter region changes too. In the
case of the Fe shield the difference between two positions for lower and highest backscatter
peaks is shown in Figure 6. When the backscatter is lower, the shield position is uttermost,
and for the highest backscatter peak, the shield is proximate.

Figure 6. Spectrum for the cases when Fe shield is uttermost and proximate to detector.

If we put more spectra on one graph then we can see that in the beginning the backscat-
ter region collapses fast with increasing the shield volume, and later it collapses slower
(Fig. 7).
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Figure 7. Reduction of the backscatter region for Fe shield.

However, using Pb shield this change is much smaller. We can see this in Figure 8.

Figure 8. Reduction of backscatter peak for extreme geometries of Pb shield.

The surface under each backscatter region and continuum was a sum as presented in
Tables 1 and 2. In the extreme case when the Fe shield is close to the detector (y ≈ 0mm,
r = 40mm), the sum in the backscatter region is equal 174,200 events, and the sum in
the continuum to the first total absorption peak is 479,400 events.

In the extreme case when the Fe shield is close to the detector (y ≈ 0mm, r = 40mm),
the sum in the backscatter region is equal 74,500 events, and the sum in the continuum
to the first total absorption peak is 363,400 events.
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Table 1. Surfaces under continuum and backscatter peak for Fe shield.
y [mm] 30 60 90

Continuum Backscatter Continuum Backscatter Continuum BackscatterIR [mm] counts counts counts counts counts counts
45 472300 113300 390200 108200 389000 107000
55 384200 104000 376500 98000 375600 96600
70 371000 94000 362900 87400 360000 85700
90 361100 86100 351100 78200 348000 76200
110 355100 82100 345700 73300 340700 70400

Table 2. Surfaces under continuum and backscatter peak for Pb shield.
y [mm] 30 60 90

Continuum Backscatter Continuum Backscatter Continuum BackscatterIR [mm] counts counts counts counts counts counts
45 334400 60400 332200 59900 332000 59800
55 331500 59300 329300 58000 329000 58200
70 328900 58100 326500 57000 326000 56700
90 326800 56900 324700 56000 324000 55500
110 325700 56500 322400 55000 323900 55200

We calculated the free air volume between the shield and the detector and fitted
the function of backscatter counts of that volume. The fitting was done by software
TableCurve2D, and the function has the form:

y = a+ bx+ cx0.5 + d
x2 + ee−x,

where the coefficients values are given in Table 3 and graphs in Figures 9 and 10.

Table 3. Values of coefficients.

Coefficient Value for Fe shield Value for Pb shield
a 105123.05 62901.508
b -1.4457492 0.61288346
c -216.30794 -138.00144
d 4.0545041 · 109 32334846
e −2.4059346 · 1010 −1.9018995 · 108

This drift of backscatter counts behaviour signify that we should increase Fe shield interior
more then 10 dm3 in order to put backscatter effect on acceptable level.
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Figure 9. Backscatter counts depenence on the inner air volume for Fe shield.

When using the Pb shield we have a different situation. After a volume of 8 dm3 the
backscatter peak reduction is slow.

Figure 10. Backscatter counts depending on inner air volume for Pb shield.

4. Conclusion
Keeping in mind the significant influence of the backscatter effect on the low energy

region of a gamma spectrum and thus on the minimal detectable activity we simulated the
HPGe detector spectra using point 60Co source placed directly in front of the detector. The
useful volume enclosed by the shield can not be increased infinitely because the amount
of radon is increasing as well. If the inner volume is too big, one cant eliminate the radon
efficiently, allowing radon to induce the large portion of the background events.

Simulation results have shown that the backscatter effects appear in the region from
100 keV to 300 keV with a maximum at 220 keV . In this region, the count rates are
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2.3 times higher for Fe shield that is proximate to the HPGe detector than for the Pb
shield in the same position. It has been shown that by increasing the shield size from the
smallest to the biggest, the backscatter region is reduced by 60% (for Fe shield) and by
25% (for Pb shield).

The relation found between the backscatter counts and shield free inner volume shows
that in both cases (Fe and Pb shield) with the initial increase in the free inner volume
the backscatter effect is rapidly decreasing to a volume of 1.5 dm3 (reduction by 44% for
Fe and 22% for Pb shield). The further increase of the volume from 1.5 dm3 to 10 dm3

leads to the backscatter effect reduction by 30% for Fe shield and 5% for Pb shield.
The simulations results show that Pb shield is more convenient than Fe shield in

respect of reducing the backscatter counts. Moreover, it has been estimated that Pb
shield free inner volume should be around 8 dm3. Knowing that the backscatter effect is
properly reduced it is possible to use samples with bigger volume, and radon can be finely
“irrigated” with gaseous nitrogen from a Dewar’s tank containing liquid nitrogen that is
used to cool down the detector. In case of the Fe shield, the solution is in using shield
with free inner volume of 15 dm3. In all considerations we recommend that the distance
between the detector front and shield interior should be about the same as the distance
between lateral detector surface and shield interior.
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Abstract
Asymmetry of the central part of Hβ spectral line has been experimentally
studied and the results are presented in this paper. Relation between the blue
and the red peaks of Hβ line has been analyzed. All data, obtained in this
work, have been compared with available theoretical and other experimental
data.
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1. Introduction
The knowledge on theoretical and experimental profiles of hydrogen Balmer Hβ line

is very important for plasma diagnostics purposes. Determination of electron density
from the Stark broadened profile of Balmer beta line is a standard technique in plasma
spectroscopy.

Many experiments and theoretical calculations were focused on the analysis of this
profile. Comprehensive analysis of experimental and theoretical works on Hβ line asym-
metry is given in Ref 1. Here, only short overview will be given. Some authors analyse
in particular the central structure of Hβ line [2 - 12], the dependence of Hβ dip on the
emitter-perturber-ion reduced mass [13 - 19], measured peak shifts or central dip shifts
[20 - 22].

It is well known that there are two peaks, blue and red, in the central part of Hβ
line emitted from plasmas [5 - 12]. Many theoretical calculations, as well as the most
commonly used theories - Griem [23] and Vidal et al. [24], give symmetrical and unshifted
hydrogen line profiles.

Experimentally determined asymmetry has been explained by Kudrin and Sholin [25].
This theory takes into account the ion-atom quadrupole interaction, but the ratio of the
two maxima given by this theory is too high. There are a few more recent theories which
allow us to analyse the Hβ line peaks asymmetry: Demura et al [26, 27], Halenka [8],
Gigosos and Gonzalez [28] and Gunter and Konies [29].

Here, we have analysed the peaks’ asymmetry i.e. relation between the blue and the
red maximum of Hβ line. Furthermore, we have compared our experimental results with
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other experimental results [5, 7, 10-12], as well as with earlier and more recent theoretical
results [25-28].

The main aim of this paper was to check theoretical calculations giving asymmetrical
Hβ line profiles [26-28], which were not included in this kind of analysis in the literature up
to now. Therefore, we conducted two experiments. One was performed on T-tube plasma
with electron densities (1 − 9) · 1023m−3 and electron temperatures 17000 − 45000K.
Second experiment was performed on wall stabilized electric arc with electron densities
(1.6− 3.6) · 1022m−3 and electron temperatures between 10000K and 11000K.

Comparison of our results with the results from other experiments has been presented
in this paper, as well.

2. Experimental Setup
In the first experiment, an electromagnetically driven T-tube, having a diameter of

27mm and being supplied with a reflector, has been used as a plasma source. The T-tube
was energized using a 4µF capacitor bank, charged up to 20 kV . The filling gas was
hydrogen at a pressure of 300Pa. Spectroscopic observations of plasma were performed
using a 1m monochromator and a photomultiplier. The observation point was fixed at
4mm in front of the reflector. Photomultiplier signals were recorded by an oscilloscope.
Hβ profiles were scanned at close intervals using successive discharges over the wavelength
range ±30nm from the line center. More details on this experiment can be found in Ref.
1.

In the second experiment, plasma source was a wall stabilized electric arc operating in
argon at the atmospheric pressure. About 2% of hydrogen was being introduced in the
central part of the arc. The current of about 30A, was supplied to the arc by a current-
stabilized power supply. Experimental details on this experiment can be found in Refs.
30 and 31.

2. Plasma Diagnostics
Electron densities of the T-tube plasma, ranging from 9.6 · 1022m−3 to 8.9 · 1023m−3,

were determined from Stark widths of the Hb line profiles. These measurements were
performed in conjuction with theoretical calculations by Griem [23]. The estimated un-
certainties of the electron densities do not exceed ±9%. Electron temperatures, ranging
from 17000K to 45000K, were determined from line - to - line continuum ratios for Hβ
line [32]. The uncertainties for electron temperature measurements were between ±8%
and ±15%, from the lower to the higher values respectively.

Electron densities of wall stabilized arc plasma, ranging from 1.6 · 1022m−3 to
3.6 · 1022m−3, were determined from measured Stark widths of the Hβ line [24]; while
electron temperatures, ranging from 10000K to 11000K, were determined using Saha
equation [33].

2. Hβ Profile Recording and Data Processing
In general, the intensity measurements of radiation from pulsed sources, such as elec-

tromagnetically driven shock T-tube, give scattered points due to a very short observation
time and certain plasma irreproducibility. This makes a detailed analysis of the Hβ line
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profile rather difficult, especially the part of the profile maxima. The influence of the
points scattering was minimized by obtaining each point of the recorded profile as an
average value of six measurements.

Signal intensities have been normalized to the spectral sensitivity of the optical system.
This must be necessarily done, since the experimental profiles of Hβ line are rather broad
- several tens of nanometers.

Before measuring the blue and the red peak intensities, continuum level has been
determined and substracted. The continuum level was determined using an asympthotic
formula I = f (∆λ−5/2) [32], which describes the behaviour of the intensity at the line
wings. Details on data procesing can be found in Ref. 1, where possibilites of selfabsorption
were discussed as well.

Examples of recorded Hβ line profiles from both experiments are presented in Fig. 1a
and 1b. The points in Fig. 1a correspond to averaged oscilloscope intensities; while Hβ
line intensities in Fig.1b were obtained using a strip-chart recorder.

Figure 1. Hβ line profile examples. a) T-tube experiment, b) stabilized arc experiment.

4. Results and Discusion
In this study, the intensities of Hβ line peaks have been measured and their relation

has been analyzed. Definition of the measured Hβ line asymmetry parameter is shown in
Fig. 2.

The Hβ line asymmetry parameter represents the relative difference between the max-
imal intensity of the blue peak IB and the red peak IR of Hβ line:

δI = IB − IR
IB (1)

A comparison between different theoretical data [1, 25, 28], our experimental data and
experimental data from other authors [10 - 12], for a wide range of electron density, is
shown in Fig. 3. The experimental errors are in the range ± (14% − 19%) for T-tube
experiment and ± (16% − 20%) for pulsed arc experiment. The results given for pulsed
arc experiment [34] correspond to electron densities (1.5 − 7) · 1022m−3 and electron
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temperatures of about 104K. More details on pulsed arc experiment can be found in Ref.
9. In addition, present results are compared with experimental results from [10 - 12].
In Fig. 3, only experimental results obtained from pure hydrogen plasmas are presented.

Figure 2. Illustration of measured Hβ lineasymmetry parameter. Figure 3. Relative difference between the two
Hβ peaks’ intensities as a function of electron
density. Experiments and theories correspondto pure hydrogen plasmas.

All experimental results, obtained from four different experiments, show good agree-
ment and a certain general trend, i.e. the values of Hβ line asymmetry parameter increase
for higher electron densities. There is, obviously, a disagreement between measured and
calculated data from [25]. Theoretical curves presented by a full and a dashed line in
Fig. 3, have been obtained from recently calculated Hβ profiles [1, 28]. These theoretical
results much better describe the trend of experimental points. The agreement of exper-
imental points and theoretical results from [1] is a little bit better for higher electron
densities; while the agreement of experimental data and theoretical results from [28] is a
little bit better for lower electron densities. In general, both theoretical results follow the
experimental points trend.

Using standard numerical analysis method we found the best fit for experimental and
theoretical results using simple function:

δI = a×Nbe (2)

where Ne(1023m−3) is the electron density. The fitting results are given in Table 1.
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Table 1. The coefficients a and b of the function given by equation (2 ).
Source a b
Theory [1] 0.0375 0.4746
Theory [25] 0.1037 0.3546
Theory [28] 0.0610 0.4860
Experiments, present and [10 - 12] 0.0615 0.3301

Standard deviation between the measured points and the best fit of equation (2 ) was less
than 9.55.

Results of the measurement of the relative difference between the maxima of the two
Hβ peaks, obtained from wall stabilized arc experiment with 98%Ar + 2%H plasma,
are presented in Fig. 4. In this figure, results from [5, 7] are compared with our results.
Experimental errors in wall stabilized arc experiment were about ±12%.

Figure 4. Relative difference between the two Hβ peaks’ intensities as a function of electron
density.Experiments correspond to argon-hydrogen plasmas, except the pulsed arc experiment.

These results are separated from the results in Fig. 3 because of two reasons. First,
the structure of the data for lower electron densities would not be visible because of the
big range in electron density scale. Second, it is well known that ion dynamic effect has
influence on the structure of the central part of Hβ line and this influence depends on the
reduced mass value [14 - 19]. In order to compare the results from pure hydrogen plasmas
and argon-hydrogen plasmas, results from pulsed arc experiment have been included in
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Fig. 4, in addition. All data are in good agreement and there is no distinction between
these two groups of data.

The results from Fig. 4 show that ion motion effect has no or at least no significant
influence on relation between the blue and the red maximum. It influences only the
minimal intensity of the Hβ line central part. This is in agreement with experiment [15].
In [15], experimental Hβ profiles corresponding to both pure hydrogen and mixed argon-
hydrogen plasma conditions were compared. The authors analyzed the relative dip:

DI = Imax − Imin
Imax

where Imax = IB + IR
2 , and Imin is dip intensity.

In the present paper, as asymmetry parameter of the central part of Hβ line we have
been analyzing the relative difference between the Hβ line peaks’ intensities δI. We used
this parameter in order to be able to make comparisons with other experimental results
[5, 7, 10 - 12]. However, the parameter which is usually used for describing the spectral
line asymmetry is:

ABR = IB − IR
IB + IR

(see Ref. 1 and references therein). So, we propose the use of this parameter instead of the
relative difference of peaks’ intensities δI for these types of analyses in the future. The
dependence of δI and ABR on electron density have the same trend, which is illustrated
in Fig. 5. For this illustration we used only our T-tube experimental data.

In T-tube experiment selfabsorption was less than 2% [1]. Besides the selfabsorption,
the emission from the cold layer, formed near the tube wall, can also occur. Hβ profiles
emitted from cold layers are substantially narrower than the profiles emitted from the
hot plasma. The pressence of the emission from cold layers could influence the central
part of observed profile, as well as the discussed asymmetry parameters, especially the
relative dip. The thickness of cold layer is changing during the plasma life, but it was
much smaller than 1mm during the plasma observation [1]. The emissivity from the cold
layer is considered to be much smaller than radiation from hot plasma due to its much
smaller radiation volume. Thus, for this experimental conditions the influence of the cold
layer could be discarded.
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Figure 5. Relative difference of Hβ peaks’ intensities and asymmetry parameter as a function of
electron density.

4. Conclusions

The subject of this study was asymmetry of the central part of the Hβ line profile. The
results of two plasma experiments and other experimental data allowed us to analyse the
asymmetry parameters in a wide range of electron densities. The obtained results were
compared with theoretical data [25] and especially with more recent theoretical data [1,
28].

This paper represents a part of investigations on the asymmetry of Hβ spectral line
profile. Its purpose, besides the comparison of the relative difference between Hβ peaks’
intesities IB and IR (δI) with other experimental results [5, 7, 10 - 12, 34], is to check new
theoretical results [1, 28]. There is a big disagreement between the old [25] and the new
theoretical data [1, 28] (see Fig. 3).

Theoretical results from [1] fit to experimental points a little bit better for higher
electron densities; while the agreement of experimental and theoretical results from [28] is
a little bit better for lower electron densities. Both of these theoretical results follow the
trend of experimental points.

These results can be useful in future analyses of theHβ line profile for plasma diagnostic
purposes.
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Abstract
We investigate the magnetic properties of bilayers consisting of ferro- and anti-
ferromagnetic layers within the framework of quantum spin S = 1/2 Heisenberg
model using the method of double-time temperature-dependent Green’s func-
tions (GF) within random-phase approximation (RPA) at finite temperature.
Both ferro- and antiferromagnetic interlayer coupling is considered. The spin-
wave excitation spectrum and four-sublattice magnetizations are calculated for
both types of interlayer coupling. It is shown that in this system appear four
branches of energy of elementary spin excitations. Numerical calculation indi-
cate how the system properties depend on the magnitude and sign of interlayer
exchange integrals. The presence of the frustration introduces interesting ef-
fects at low temperatures.

Key words: Spin-wave theory, ferro-antiferromagnetic bilayers, frustration, Green’s func-
tion, random-phase approximation

1. Introduction
During the last several decades there has been a permanently increasing interest for the

magnetic properties and excitations of low-dimensional magnetic materials, in particular,
the attention being focused on the properties of layered magnetic systems, thin films
and superlattices [1-9]. The magnetic properties of such artificial structures show many
unique characteristics which are distinctly different from those of their bulk counterparts.
A good understanding of the magnetic properties of these materials is important. The
investigations of layered ferromagnets, antiferromagnets and ferrimagnets show that the
interlayer coupling, though very small, is essential for a system realizing long-range order
at nonzero temperature [10].
The investigations of superlattices and multilayers show that there are interesting

effects in these systems composed either of two ferromagnetic materials or of alternating
layers of ferro- and antiferromagnetic coupling at the interface and materials [11-14]. One
should stress that the presence of an external field in such systems causes the appearance
of numerous different phases and rather interesting transitions.
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Quantum effects in bilayers consisting of ferro- and antiferromanetic layers are analyzed
using Green-function method within Tyablikov’s approximation at low temperatures [15]
with spin Hamiltonian. However, there recently appeared papers analyzing properties of
bilayer structures in bosonic approximation [16, 17].
In this paper we analize the bilayer, i.e. the system consisting of ferro- and antifer-

romagnetic layers on simple cubic structure where the layers are coupled either ferro- or
antiferromagnetically. This structure is rather interesting for the theoretical analysis since
in such systems there appears the frustration and also quantum fluctuations. This system
consists of a plane ordered antiferromagnetically with sublattices denoted by a1, a2 and
the ferromagnetic layer with corresponding sublattices b1, b2. The spin structure of our
bilayer is presented in the Figure 1. Intralayer exchange integrals are denoted by Ja and
Jb, respectively. Interlayer coupling is either ferro- or antiferromagnetic. The system is
under the action of external magnetic field directed along the z-axis and there also exists
spin anisotropy of XXZ type. The presence of this anisotropy is necessary due to the fact
that the system behaves like a quasi 2D system.

Figure 1. Schematic representation of spin structure of the bilayer system.

It is very well known that in 1D or 2D isotropic Heisenberg ferromagnets and antifer-
romagnets, no magnon energy gap appears in the excitation spectrum and there can not
exist long-range magnetic order at finite temperatures (Mermin and Wagner theorem [18]).
In reality, long-range order in quantum 2D magnetic systems exists and it can be caused
by external magnetic field, single-ion anisotropies, exchange-interaction anisotropies, or
magnetic dipole-dipole interaction, etc.
The previous theoretical studies [16, 17] solved this problem within the Heisenberg

model in bosonic approximation. Similar system is also analyzed in the paper [15] within
the spin formalism, although numerical analysis of the spin-wave excitation spectrum
possesses one essential drawback. In that paper, namely, just as in the recently published
works of the Chinese group, there appears the problem of negative energy branches as well
as their non-physical and rather complex interpretation. Actually, the authors of those
papers plot in the vicinity of absolute zero negative energy branches which is incorrect and
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meaningless from the physical point of view. We have recently analyzed this problem in
detail for the system of three-layer ferrimagnetic superlattice and the results were published
in the papers [4] and [6].
In this paper, we present an analysis of a dispersion relation, analytic expressions for

temperature dependence of the four-sublattice magnetization and corresponding expres-
sions for quantum spin fluctuations at low temperatures. We have shown that in the
system there exist four real energy branches, three of them positive and one negative.
We have also shown, according to our papers [4, 5, 6], how to determine the remaining
positive energy branch(es) which we have evaluated numerically, for a certain choice of
system parameters and plotted in Figure 2.
The paper is organized as follows. In Section 2 we define the model and using the

formalism of Green’s function we determine the spectrum of elementary excitations using
random-phase (RPA) or Tyablikov’s decoupling of higher order GFs. Four-sublattice mag-
netizations were determined analytically in Section 3. The energy of elementary magnon
excitations in systems for the canted spin configuration was also analyzed numerically in
a self-consistent manner. The conclusions are reviewed in Section 4.

2. Hamiltonian of the System and Spin-wave Spectrum
Our theoretical analyses are based on the Heisenberg magnetic exchange model with

nearest neighbor interaction within the magnetic layers. We consider a model consisting of
two layers with a square lattice structure. The first layer is antiferromagnetically ordered
while the second is ferromagnetic. In the presence of an external field (along the z-
direction), the magnetic Hamiltonian is written as follows:

Ĥ = ∑

�̺,�λ

[1
2Ja

(

Ŝ+�̺ (a1)Ŝ+
�̺+�λ(a2) + h.c.

)− (Ja +Da)Ŝz�̺(a1)Ŝz
�̺+�λ(a2)−

−12Jb
(

Ŝ+�̺ (b1)Ŝ−
�̺+�λ(b2) + h.c.

)− (Jb +Db)Ŝz�̺(b1)Ŝz
�̺+�λ(b2)

]

−∑

�̺

[1
2Jab

(

Ŝ+�̺ (a1)Ŝ−�̺ (b2) + h.c.
)

+ (Jab +Dab)Ŝz�̺(a1)Ŝz�̺(b2)−
−12Jab

(

Ŝ+�̺ (a2)Ŝ+�̺ (b1) + h.c.
)− (Jab +Dab)Ŝz�̺(a2)Ŝz�̺(b1)

]

−gµBH∑

�̺

[

Ŝz�̺(a1)− Ŝz�̺(a2) + Ŝz�̺(b1) + Ŝz�̺(b2)
]

(1)

where Ja(Da) and Jb(Db) are intralayer antiferro- or ferromagnetic exchange (spin
anisotropy) interactions in the first or second layer, respectively, and Jab(Dab) are inter-
layer (or spin anisotropy) interactions. These interactions are, irrespective of coupling
type, taken to be the same, i.e. ferromagnetic or antiferromagnetic coupling. This way
of taking into account the intralayer couplings leads to the frustration in such magnetic
systems. The quantities g and µB are Lande’s g-factor and Bohr’s magneton, respectively,H is the z-component of the external field. Vector �̺ is the two-dimensional vector de-
termining the position of the magnetic ions within the plane. In order to simplify the
calculations, we performed the rotation of quantization axis in a2-sublattice for 1800. Our
primary aim is to determine the spectrum of the elementary excitations. The knowledge
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of the spectrum will allow us to calculate the four-sublattice magnetizations and further
on the transition temperature for the studied magnetic system. Let us note that in the
particular magnetic system, due to present frustration, we have four-sublattice different
magnetizations 〈Ŝz�̺(a(b)1,2)〉. For that purpose we shall use the spin GF method andintroduce the following four-Green’s functions:

G±a1,2(�̺, �̺′) = 〈〈Ŝ±�̺ (a1,2)|B̂�̺′〉〉, G+b1,2(�̺, �̺′) = 〈〈Ŝ+�̺ (b1,2)|B̂�̺′〉〉, (2)

and the corresponding system of GFs for the corresponding adjoint operators Ŝ∓�̺ (a1,2)
and Ŝ−�̺ (b1,2), where B̂�̺′ is at present an arbitrary operator to be chosen in a suitable
manner later. The higher order GFs appearing in the equations of motion for GF (2) will
be decoupled first in the spirit of Tyablikov’s approximation scheme [19]

〈〈Ŝz�̺(α1,2)Ŝ±�̺′(α1,2)|B̂�̺′〉〉 −→ 〈Ŝz�̺(α1,2)〉〈〈Ŝ±�̺′(α1,2)|B̂�̺′〉〉, α1,2 = a1,2(b1,2) (3)
A next step is the transition to inverse lattice by the following Fourier transformation:

Ŝ−�̺ = 1√N2
∑

�k‖
Ŝ−�k‖e

i�k‖·�̺ (4)

where N2 is the number of unit cells within the layer. Thus, the system of equations for
the Fourier components reads:

(E − ε1) G+a1(�k‖) + Ja1(�k‖)G−a2(�k‖) + 0 ·G+b1(�k‖) + σa1JabG+b2(�k‖) =
i
2π 〈[Ŝ+a1 , B̂]〉

Ja2(�k‖)G+a1(�k‖) + (E + ε2)G−a2(�k‖)− σa2JabG+b1(�k‖) + 0 ·G+b2(�k‖) = i
2π 〈[Ŝ−a2 , B̂]〉

0 ·G+a1(�k‖) + σb1JabG−a2(�k‖) + (E − ε3)G+b1(�k‖) + Jb1(�k‖)G+b2(�k‖) = i
2π 〈[Ŝ+b1 , B̂]〉

σb2JabG+a1(�k‖) + 0 ·G−a2(�k‖) + Jb2(�k‖)G+b1(�k‖) + (E − ε4)G+b2(�k‖) = i
2π 〈[Ŝ+b2 , B̂]〉

(5)

where Ja1,2(b1,2)(�k‖) = zσa1,2(b1,2)Ja1,2(b1,2)γ(�k‖), σa(b)1,2 = 〈Ŝz�̺(a(b)1,2)〉, z is the number ofin-plane nearest neighbors,
ε1 = zσa2(Ja +Da) + σb2(Jab +Dab) + gµBH,
ε2 = zσa1(Ja +Da)− σb1(Jab +Dab)− gµBH
ε3 = zσb2(Jb +Db)− σa2(Jab +Dab) + gµBH,
ε4 = zσb1(Jb +Db) + σa1(Jab +Dab) + gµBH

(6)

while γ(�k‖) is a geometrical factor given by

γ(�k‖) = 1z
∑

�λ
ei�k‖·�λ = 12(cos akx + cos aky), z = 4 (7)
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Here �λ is the nearest-neighbor displacement within one of the layers, and a the dimen-
sion of the 2D magnetic unit cell. One can easily obtain the adjoint system of equations,
so it will not be explicitely quoted. The determinant of the system of Eqs (5) determines
the energies of the elementary excitations in the spin system and it is given as:

∆(E) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

E − ε1 −Ja1(�k‖) 0 σa1Jab
Ja2(�k‖) E + ε2 −σa2Jab 0
0 σb1Jab E − ε3 Jb1(�k‖)

σb2Jab 0 Jb2(�k‖) E − ε4

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(8)

The energies of the system of the four-sublattice model are obtained by solving
∆(E) = 0 (9)

One can see that it is a fourth-order algebraic equation in E and it has four real roots
Ei (i = 1, 2, 3, 4) corresponding to four branches of the spin-wave spectrum in some system
parameter range. Analytic solution of this equation in the particular case of the system
with frustration, can not be given. For this reason, we have performed the numerical
analysis of the above equations for some particular parameters of the model. Since the
energies of elementary magnetic excitations are expressed in terms of the corresponding
sublattice magnetizations, further analysis demands the analytical expressions for magne-
tizations. In this way we form a closed set of equations which will be solved numerically in
a self-consistent manner. The next section is devoted to the derivation of the expressions
for four-sublattice magnetizations which are used, together with (9) to study numerically
the spectrum of elementary magnetic excitations in the system.

3. Spontaneous Sublattice Magnetizations and Numerical Analysis
Let us determine the necessary magnetizations entering the expression for the energy

(9). Starting from the system of equations (5) we calculate the four-sublattice magnetiza-
tions (for H = 0) in terms of the temperature and determine the corresponding quantum
fluctuations of the magnetizations at T = 0 K. It is easy to use the system (5), by a
suitable choice of the operator B̂ at the right hand side of the system, i.e. with B̂ = Ŝ−a1we calculate the necessary Green’s function, as

G+a1(�k‖, E) ≡ 〈〈Ŝ+(a1)|Ŝ−(a1)〉〉�k‖,E =
= i

2π
2σa1
∆(E)

(A1(E1)
E −E1

+ A1(E2)
E −E2

+ A1(E3)
E −E3

+ A1(−E4)
E +E4

) (10)

where Ei ≡ Ei(�k‖), i = 1, 2, 3, 4 and the corresponding coefficient

A1(±Ei)= (±Ei+ε2)[(±Ei−ε3)(±Ei−ε4)−Jb1(�k‖)Jb2(�k‖)]+(±Ei−ε4)σb1σb2J2ab
ddE∆(E)

∣

∣

∣

∣

∣

E=±Ei

(11)

and
∆(E) = (E −E1)(E −E2)(E −E3)(E +E4)
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Now using the spectral theorem, one can find the corresponding correlation function, and
magnetization of the sublattice a1 in the antiferromagnetic layer:

σa1(T ) = 12
1

1 + 2[∆σa1(T )−∆σ0a1 ]
(12)

where
∆σ0a1 = 1

N ‖
∑

�k‖
A1(−E4) (13)

i.e.
∆σa1(T ) = 1

N ‖
∑

�k‖

[ 3
∑

i=1
A1(Ei)
eEi/θ − 1 + A1(E4)−A1(−E4)

eE4/θ − 1
]

, θ = kBT (14)

where kB is Boltzman’s constant. It is important to stress here that sublattice magneti-
zation on site a1 depends, indirectly through the coefficients A1 = A1(σa1 , σa2 , σb1 , σb2),not only on the energy of elementary magnon excitation and temperature, but also on all
other sublattice magnetizations in the particular system. At the temperature T = 0 K,
Eq. (14) vanishes so that Eq. (12) becomes:

σa1(0) = 12
1

1− 2∆σ0a1
(15)

This quantity represents the quantum fluctuation of the corresponding sublattice magne-
tization at absolute zero. It is definitely a consequence of the given spin configuration i.e.
the presence of the frustration in the system.
Following the procedure analogous to the above described one, we can determine all

the necessary sublattice magnetizations. Namely, if we take the right hand side operator
in the system Eq. (5) in the following order: B̂ = Ŝ−a2 , Ŝ+b1 , Ŝ−b2 we obtain the demandedGFs and from them, by using the spectral theorem corresponding correlation functions
and sublattice magnetizations.
Let us write first the magnetizations in the antiferromagnetic layers in site a2

σa2(T ) = −12 1
1− 2[∆σa2(T )−∆σ0a2 ]

(16)

In the ferromagnetic layers the corresponding sublattice magnetizations are

σbi(T ) = 12
1

1 + 2[∆σbi(T )−∆σ0bi ]
, i = 1, 2 (17)

Following notation was introduced in the above equations (16) and (17)

∆σ0a2 = 1
N ‖

∑

�k‖
A2(−E4) (18)

and
∆σa2(T ) = 1

N ‖
∑

�k‖





3
∑

j=1
A2(Ej)
eEj/θ − 1 + A2(E4)−A2(−E4)

eE4/θ − 1


 (19)
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where
A2(±Ei)= (±Ei−ε1)[−(±Ei−ε3)(±Ei−ε4)+Jb1(�k‖)Jb2(�k‖)]+(±Ei−ε3)σa1σb2J2ab

ddE∆(E)
∣

∣

∣

∣

∣

E=±Ei

(20)

and
∆σ0bi =

1
N ‖

∑

�k‖
Bi(−E4), i = 1, 2 (21)

∆σbi(T ) = 1
N ‖

∑

�k‖





3
∑

j=1
Bi(Ej)
eEj/θ − 1 + Bi(E4)−Bi(−E4)

eE4/θ − 1


 , i = 1, 2 (22)

where
B1(±Ei)= (±Ei−ε4)[(±Ei−ε1)(±Ei+ε2)+Jb1(�k‖)Jb2(�k‖)]−(±Ei+ε2)σa1σb2J2ab

ddE∆(E)
∣

∣

∣

∣

∣

E=±Ei

(23)

B2(±Ei)= (±Ei−ε3)[(±Ei−ε1)(±Ei+ε2)+Ja1(�k‖)Ja2(�k‖)]+(±Ei−ε1)σa2σb1J2ab
ddE∆(E)

∣

∣

∣

∣

∣

E=±Ei

(24)

At the temperature T = 0 Eqs. (16) and (17) are given by
σa2(0) = −12 1

1 + 2∆σ0a2 ]
(25)

and
σbi(0) = 12

1
1− 2∆σ0bi

, i = 1, 2 (26)
System of Eqs. (25) and (26) defines the quantum spin fluctuations of magnetization in the
corresponding sublattices. Let us note that the expressions for sublattice magnetizations
(17) in the ferromagnetic layers are different, without any symmetry which is related to
the spin configuration in the system.
We now analyze the energy of elementary excitations of the systems. We have already

stressed that each energy depends on all four sublattice magnetizations so that Equation
(9) must be solved numerically together with expressions for magnetizations given above.
Using such self-consistent procedure we have numerically analyzed this system of equa-

tions in the particular case of vanishing external field (H = 0) and obtained three positive
and one negative branch. The results of our numerical analysis of magnon spectrum are
represented in Figure 2. It should be noted that in Figure 2, according to our paper [4],
we have presented all four positive branches. The needed positive branch was obtained by
solving the corresponding conjugated system of equations for GFs. As for the magnetiza-
tion calculation, it was determined by using only one system for GFs. The occurrence of
the excitation energies, which are, of course positive, per definitionem, with a minus sign
(we have chosen it to be E4) leads, after suitable algebraic manipulations, to quantum
spin fluctuations in our frustrated system. System parameters used in the calculations are
listed in the caption of Figure 2.
In the particular case of the absence of spin-anisotropy in the systems, i.e. Da = Db =

Dab = 0, by analyzing the free term in Eq. (9) we demonstrated the existence of the
Goldstone mode (for �k‖ → 0, E → 0), which in a sense confirms the correctness of our
calculations.
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Figure 2. Magnon spin-wave dispersion E versus kx, ky = 0, with Jb = 1, Da = 0.1, Db = 0.1,
and Dab = 0.1 at T = 0 K (all quantities in units of Ja).

Finally, it should be noted that we obtained the magnon energies and corresponding
four-sublattice magnetizations in magnetic bilayer within RPA in the whole temperature
range in the ordered phase. Another important characteristic of the system is the Neel
temperature which remains to be determined together with other thermodynamic charac-
teristics of these systems as the objects of our further research.

4. Conclusion
To conclude, we summarize the main results obtained within the our approach.
We have applied the technique of double-time, temperature-dependent Green’s func-

tions to the magnetic bilayer described by the Heisenberg model with the XXZ spin
anisotropy and spin S = 1/2. We have derived within random phase (Tyablikov’s) ap-
proximation the energy of elementary excitations, four sublattice magnetizations and the
corresponding quantum spin fluctuations of the bilayer in terms of the temperature. The
results obtained are valid in the whole temperature range in ordered phase. Choosing a
set of parameters for the model Hamiltonian, for the given temperature, we studied the
energy and obtained four positive branches, as presented in the Fig. 2. Our results in-
dicate that the exchange couplings Jab and Jb play an important role in the balance and
magnitude of the quantum fluctuations.
Since the studies of frustrated systems have been rather actualized recently, we plan to

determine the critical temperature in these systems and study the critical exponents and
other thermodynamic characteristics. Some other spin configurations at square lattices
will also be the subject of our further studies.
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Phys. Stat. Sol. (b) 241, 401 (2004).

8. H. Diep, Phys. Rev. B 40, 4818 (1989).
9. C.M. Soukoulis, S. Datta and Y.H. Lee, Phys. Rev. B 44, 446 (1991).
10. A. Du and G.Z. Wei, Phys. Rev. B 46, 8614 (1992).
11. J.G. LePage and D.R. Camley, Phys. Rev. Lett. 65, 1152 (1990).
12. R.E. Camley and D.R. Tilley, Phys. Rev. B 37, 3413 (1988).
13. V.Yu. Irkhin, A.A. Katanin and M.I. Katsnelson, J. Magn. Magn. Mater. 164, 66

(1996).
14. H. Diep, Phys. Rev. B 43, 8509 (1991).
15. A. Moschel, K. D. Usadel and A. Hucht, Phys. Rev. B 47, 8676 (1993).
16. Wei Jiang, An-Bang Guo, Bao-Dong Bai and Guo-Zhu Wei, Physica A 384, 377

(2007).
17. Wei Jiang, An-Bang Guo andGuo-Zhu Wei, Phys. Stat. Sol. (b) 244, 3768 (2007).
18. N. Mermin and H. Wagner, Phys. Rev. Lett. 17, 1133 (1966).
19. S. V. Tyablikov, The Methods in the Quantum Theory of Magnetism, Plenum Press,

New York, 1967.



Journal of Research in Physics Vol. 32, No. 1, 69 - 74 (2008)

Phase Sequences of Mixtures Formed by Bell-shaped and Calamitic
Compounds
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K. Fodor-Csorba2 and G. Galli5

1Department of Physics, Faculty of Sciences, University of Novi Sad,
Trg D. Obradovica 4, Novi Sad, Serbia ,

2Research Institute for Solid State Physics and Optics, Hungarian Academy of Sciences
H-1525 Budapest, P.O. Box 49, Hungary,

3Liquid Crystal Institute and Chemical Physics interdisciplinary Program,
Kent State University, Kent, OH 44242, USA,

4Institute of Chemical Technology, Technicka 5, 166 28 Prague 6, Czech Republic,
4Dipartimento di Chimica e Chimica Industriale, Universita di Pisa, 56126 Pisa, Italy

Received: December 3, 2008

Abstract
We have studied the miscibility of a non-mesomorphic bent-core molecule of
new chemical architecture (bell-shape) with a polymorphic rod-like liquid crys-
tal. Mesomorphic properties of their binary mixtures have been tested by
polarizing microscopy and some structural parameters were determined using
X-ray diffraction. It has been found that the mesophases exhibited by the
calamitic component are preserved in certain concentration range only.

Key words: Bent-core compounds, liquid crystals, X-ray diffraction, molecular parameters

1. Introduction
Compounds with bent-core (banana-shaped) molecular architecture [1] represent a new

class of non-conventional thermotropic liquid crystals exhibiting occasionally mesomorphic
properties different from those of classical mesogens formed by calamitic (rod-like) or disk-
like molecules [2, 3]. They have intensively been studied in the last decade [4-6] since
ferroelectric switching had first been observed in an achiral Schiffs base banana compound
exhibiting rich polymorphism [7]. Investigations have aimed at designing compounds with
higher chemical stability (e.g. of ester type [2, 8]), lower mesomorphic temperature range
and exotic phases.

Mixing compounds with different molecular structure has been proven a useful tool
for adjusting phase ranges and physical properties of liquid crystals. Miscibility studies
among bent-core compounds are, nevertheless, not yet as common as among calamitic
liquid crystals. Though earlier trials have indicated only limited miscibility of banana
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compounds, mixing bent-core molecules with calamitic ones have resulted recently in suc-
cessful extension of the mesophases toward lower temperatures [9].

In search for novel mesomorphic architectures a new bell-shaped compound
5-(9-decenyloxy-carbonyl)-1,3-phenylene bis(4-nonyloxy biphenyl) carboxylate (I) has been
synthesized. Its chemical structure is shown in Figure 1; details of the synthesis will be
given elsewhere [10].

Figure 1. General formula of the studied materials: I bell-shaped compound, II rod-like molecule.

Although the compound has no mesophases, it exhibits low melting and freezing points.
These properties have prompted us to test this compound as a component of binary
mixtures. In the present paper we report on miscibility studies of compound I with a
calamitic liquid crystal 4-(n-octyloxy)phenyl-4-(n-hexyloxy)-benzoate [8] (II), which ex-
hibits an enantiotropic nematic (N) as well as two monotropic smectic (SmC and SmX)
phases. The chemical structure and the phase sequence of compound II is also depicted
in Figure 1.

2. Experimental
Investigations were carried out by complementary experimental techniques: polarizing

optical microscopy and X-ray diffraction. For the optical studies a polarizing microscope
Amplival Pol-U was used. The temperature of the samples was controlled with a Boetius
hot-stage. Miscibility was first roughly checked by contact preparations; then binary mix-
tures of selected composition were investigated in more detail. Phase sequences and phase
transitions temperatures were determined via the temperature variation of characteristic
textures observed and recorded by a CCD camera attached to the microscope. Occa-
sionally planar oriented sandwich cells with ITO electrodes were also used to check the
electro-optical responses.

In order to obtain information on the structure and thus help the identification of
mesophases X-ray diffraction was also performed on the mixtures. For these studies non-
oriented samples were measured in transmission geometry using a conventional powder
diffractometer, Seifert V-14, equipped with an automatic high temperature kit Paar HTK-
10. Transmission measurements were carried out at CuKα radiation of 0.154nm.

3. Results and discussion
The aim of the studies presented here was to understand the miscibility of bell-shaped

molecules with rod-like ones and explore the mesomorphic properties of their binary mix-
tures. The studies were carried out on the pure compounds and on five mixtures (Mix1, ,
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Mix5) with different concentrations (8.5%, 20%, 41%, 50% and 67% by weight, respec-
tively) of the bell-shaped compound I. Results of the polarizing microscopy observations
are summarized in the phase diagram in Figure 2 which shows how the phase sequence
of the mixtures varies with the concentration of the ingredients. As the pure calamitic
compound II has monotropic mesophases, the data presented in Figure 2 were measured
during cooling slowly from the isotropic phase.

Figure 2. Phase diagram for binary mixtures of rod-like and bell-shaped molecules.

It is seen that the clearing point decreases with increasing concentration of the bell-
shaped component which might be attributed to the low melting point of compound I.
This is accompanied with a reduction of the width of the nematic temperature range which
is not surprising as compound I is non-mesogenic. A similar tendency can also be observed
in the N-SmC and SmC-SmX phase transition temperatures. The SmX phase disappears
for concentrations of bell-shaped molecules higher than 20wt%, while above 40wt% even
the SmC phase does not exist. It has to be noted that both smectic phases are monotropic
in the mixtures just as in the pure compound II.

X-ray diffraction studies were carried out both on the calamitic compound and on the
prepared binary mixtures which exhibited mesophases. Characteristic diffraction profiles
of various phases are presented in Figures 3a for compound II and in 3b for Mix1.
Analyzing the dependence of the diffraction intensities on the scattering angle 2θ the
layer spacing d could be calculated from the position of the small angle diffraction peak
using Braggs law: n = 2d sin θ. Analogously, the average intermolecular distance D
between neighbouring molecules (in a direction perpendicular to the long axes) could also
be obtained from the position of the large angle diffraction peak [11, 12]. These results
are summarized in Table 1. The parameters d and D were calculated with an error of
δd ≈ ±0.1A and δD ≈ ±0.2A, respectively.
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Figure 3. X-ray diffraction profiles for:(a) rod like molecule II, (b) mixtureMix1.
The layer structure in the SmC phase of compound II is characterized by one reflection

at a small angle 2θ = 3.1 o. In mixtures Mix1 and Mix2, similarly, one reflection peak
could be found at small angles at the same position as for the rod-like molecule, indicating
the presence of the SmC phase.

Table 1. Molecular parameters of the investigated mixtures for all observed phases.
Mixture T (oC) 2θ (o) d (nm) D (nm)

99 (Iso) 1.91 0.464
76 (N) 1.94 0.457II 0.31 2.845(0% of I) 50 (SmC) 1.98 0.448

0.33 2.67443 (SmX) 1.97 0.450
102 (Iso) 1.89 0.469

Mix1 76 (N) 1.91 0.464
( 8.5% of I) 0.31 2.84544 (SmC) 2.01 0.441

106 (Iso) 1.87 0.474
Mix2 76 (N) 1.89 0.469

(20% of I) 0.32 2.84553 (SmC) 2.02 0.439
Mix3 79 (Iso) 1.96 0.452

(41% of I) 59 (N) 1.94 0.457
Mix4 68 (Iso) 1.92 4.62

(50% of I) 35 (N) 2.02 0.439
Mix5 53 (Iso) 1.96 0.452

(67% of I) 35 (N) 2.01 0.441



Phase Sequences of Mixtures Formed by Bell-shaped and Calamitic Compounds 73

This result is in agreement with the phase diagram in Figure 2, obtained from texture
observations and is also confirmed by measuring the temperature dependence of the in-
tegrated transmitted intensity at crossed polarizers in oriented cells of fixed thickness
(Figure 4).

Figure 4. Temperature dependence of the integrated transmitted intensity for Mix2.

Here the small jump on the curve seen at 55.5 oC on heating and at 53 oC in cooling
indicates the N-SmC transition. In case of the other mixtures (Mix3 - Mix5) the SmC
phase could not be detected and crystallization occurred directly from the N phase. The
X-ray data indicate coexistence of two crystalline modifications in all investigate mixtures.

In the case of the rod-like compound II in the SmX phase an additional reflection was
found at 2θ ∼ 19.7 o which is superimposed on the broad diffusion peak (which appears in
the range of 2θ = 12 o− 26 o). This suggests the appearance of positional order within the
smectic layer. Since the layer spacing in the SmX phase is smaller than in the SmC one
can conclude that the SmX is also a tilted phase. Analogous reflection peak superposed
on the broad diffusion peak did not show up in any of the investigated mixtures down to
room temperatures, only some crystalline modifications could be identified. Thus the X-
ray measurements could not justify the appearance of the SmX phase in Mix1 or Mix2,
in contrast to polarizing microscopy observations.

3. Conclusions
The present studies aimed to explore the miscibility of a non-mesomorphic bell-shaped

bent-core molecule with a polymorphic rod-like liquid crystal via studying mesomorphic
properties of their binary mixtures by polarizing microscopy and X-ray diffraction. Both
methods confirmed that the enantiotropic nematic phase was preserved in all mixtures
(i.e. up to 67wt% of the bell-shaped compound) with gradual decreasing of the clearing
point and of the width of the nematic range, while upon cooling a monotropic smectic C
phase occurred only in Mix1 and Mix2. By polarizing microscopy at slow cooling SmC
was seen in addition in Mix3, and the monotropic SmX could be observed in Mix1 and
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Mix2. This difference between the two methods might be attributed to the fact that the
phases in question are monotropic and their ability for supercooling (i.e. the temperature
for crystallization) may depend on the experimental conditions (sample geometry, cooling
rate, etc.). The X-ray diffraction studies of non-oriented samples have shown that all the
time the SmC phase is present in the mixtures the layer spacing (d ) remains unaltered
when increasing the wt% of the bell-shaped compound.
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Abstract
It is suggested that each excited nuclear state, apart from the electromagnetic
decay modes, should have a very small branching ratio for the difficult to ob-
serve decay via the weak neutral current interaction resulting in the emission
of the neutrino-antineutrino pair, of any flavor allowed by mass-energy consid-
erations. Probability of the decay is estimated, and potential significance to
our understanding of the neutrino is briefly discussed.
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1. Introduction
Elementary considerations suggest that the weak neutral current interaction should

manifest itself not only in the interactions of free elementary particles but also in all
bound systems of particles, in particular in atomic nuclei, where it should provide for yet
another decay channel of excited nuclear states. The fact that this weak decay mode has
up to now been neither suspected nor observed, and that it will be very difficult to observe
in the future, is firstly due to its low probability and secondly due to its difficult to observe
signature.

At lower excitation energies the only possibility for such a process is to run via the
decay of the virtual neutral Z0 boson into the real neutrino-antineutrino pair, of any flavor
that is allowed by mass-energy considerations. If the neutrino of a given flavor is different
from its antineutrino (Dirac particle) the two particles can be emitted in the same state,
whereas if the neutrino and antineutrino are identical (Majorana particle) they cannot be
emitted in the same state. Adding to the neutrinoless double beta decay, this would, at
least in principle, allow the discrimination between the two possibilities. In any case this
is what we call the two-neutrino decay. If the mass composition of any neutrino flavor
is such as to prevent its emission in a given transition, and if the branching ratio for the
two-neutrino decay could be measured, this would, again in principle, yield independent
information about the masses and mixing of neutrino mass states.

The probability for the process is intrinsically of the order of the probability for the
decay of the virtual chargedW boson into the real electron-neutrino pair, or the common β
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-decay. However, the 2 ν -decay always competes with the many orders of magnitude more
probable electromagnetic decay modes and is, minding the problems with the detection of
low energy neutrinos, directly observable only with great difficulty. It is at least equally
difficult to observe indirectly, as the missing intensity in the balance of intensities of
observable radiations from the competing decay modes, because its contributions are far
below the attainable accuracy of our intensity measurements.

We shall make a quick order of magnitude estimate of the probability for this process
in one typical case where the necessary data are readily available. For this purpose we
have chosen the decay of the 388 keV isomeric state in 87Sr, which is a well-known case
of the cascade of beta decays that compete successfully with the electromagnetic decay
(fig. 1) [1]. This succession of weak decays shares the same initial and final states with
the electromagnetic and 2 ν modes and effectively results in the emission of the electron
neutrino-antineutrino pair. It is realized via the two conjugated charged current interac-
tions through the real intermediate state, instead by a single neutral current interaction,
which is denoted by 2 ν and marked by the dashed arrow in the drawing. The 2 ν -
mode should here have a practically unobservable branching ratio certainly smaller than
2.83h/5×1010y or some 6×1015. This should be so, in spite of a somewhat higher energy
and a larger phase space, because of the necessarily bigger spin difference than that for
the highly forbidden beta decay of 87Rb, for which the log ft value already equals 17.6.

Figure 1. The decay scheme of 87mSr, with the 2 ν-decay marked by the dashed arrow.

At higher excitation energies, where the Z0 is additionally allowed to decay into the
real electron-positron pair, this is masked by the electromagnetic internal pair creation of
identical signature, and the contribution of this mode is perhaps even more difficult to
assess than that of the two-neutrino decay.

Powerful nuclear reactors, where the processes involve a great number of excited nuclear
states, mostly following the beta-minus decays of fission fragments, should have perhaps
a small fraction of a watt output due to two-neutrino decays. The total neutrino flux of
nuclear reactors should thus have a small component of electron neutrinos admixed to the
dominating electron antineutrinos, but also an equally small admixture of muon and tau
neutrinos and antineutrinos, even in the absence of neutrino oscillations. The situation
with astrophysical neutrino sources is somewhat different. For instance, the spectrum
of geo-neutrinos arises mostly from beta-minus decays in the radioactive series, which
also involve many excited states, and should have similar relative contribution from two-
neutrino decays. The processes in the sun, on the other hand, involve only light nuclei and
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consequently fewer excited nuclear states. The solar neutrino spectrum should therefore
contain proportionally even less neutrinos, per watt, originating from the two-neutrino
decays.

To conclude, the decays of excited nuclear states via the weak neutral current interac-
tions, and the two-neutrino decay in particular, add to the list of rare nuclear processes,
the extremely difficult detection of which presents serious challenge to our experimental
wits, but which in return might significantly contribute to our knowledge of the neutrino.
Until then these decays, in spite of their ubiquitousness, are bound to remain just another
curiosity in the nuclear zoo.
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of Physics, Faculty of Sciences, University of Novi Sad, Trg Dositeja Obradovića 4, 21000
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